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Abstrak—Universitas Abdurrab dalam memberikan pelayanan berupa pelayanan administrasi (kebutuhan administrasi mahasiswa)
kepada mahasiswa haruslah maksimal, karena kepuasan mahasiswa dalam pelayanan mahasiswa sangatlah penting demi kemajuan
Universitas dan untuk menaikkan kualitas Universitas. Pelayanan administrasi mahasiswa seperti pelayanan dalam kebutuhan
surat-menyurat dan perbendaharaan. Divisi pelayanan administrasi mahasiswa pada Universitas Abdurrab yaitu BAAK, BAUK,
dan Program Studi, karena pada divisi ini merupakan yang menjadi kebutuhan mahasiswa selama perkuliahan. Untuk melihat
persepsi kepuasan mahasiswa pada pelayanan bagian administrasi di sebagian mahasiswa dari seluruh mahasiswa Universitas
Abdurrab, maka diterapkan ilmu komputer dengan metode data mining berbasis rough set. Memersepsi kepuasan mahasiswa, maka
diberikan beberapa pernyataan berupa variabel-variabel yang dapat mempengaruhi kepuasan mahasiswa kepada beberapa
mahasiswa dari seluruh mahasiswa terhadap pelayanan yang diberikan pihak Universitas. Hasil dari pernyataan yang diberikan
kepada mahasiswa diolah dengan ilmu data mining yang bermetodekan rough set dan menghasilkan berupa rule yang menjadi
acuan melihat persepsi kepuasan mahasiswa. Rule tersebut dihasilkan dari proses reduct (penyeleksian atribut minimal
menggunakan Prime Implicant fungsi Boolean) dan dapat dilihat kesimpulan dari kepuasan mahasiswa terhadap pelayanan
administrasi. Tujuan penerapan rough set dapat diketahui kepuasan mahasiswa untuk dapat mengetahui kesalahan dan
meminimalisir kesalahan dalam pelayanan kepada mahasiswa. Manfaat diketahui kepuasan mahasiswa terhadap pelayanan, agar
divisi dari pelayanan mahasiswa dapat meningkatkan dan memaksimal pelayanan untuk kedepannya.

Kata Kunci: Administrasi, Kepuasan, Universitas Abdurrab, Data Mining, Rough Set

Abstract— Abdurrab University in providing services in the form of administrative services (student administrative needs) to
students must be maximized, because student satisfaction in student services is very important for the progress of the University
and to increase the quality of the University. Student administration services such as services in correspondence and treasury needs.
The student administration service division at Abdurrab University is BAA, BAUK, and the Study Program, because this division
is what students need during lectures. To see the perception of student satisfaction in the service of the administration section of
some students from all Abdurrab University students, computer science is applied with a rough set-based data mining method.
Perceiving student satisfaction, several statements are given in the form of variables that can affect student satisfaction for several
students from all students on the services provided by the University. The results of the statements given to students are processed
with data mining science with the rough set method and produce a rule that becomes a reference to see the perception of student
satisfaction. The rule is generated from the reduct process (minimal attribute selection using Prime Implicant Boolean function)
and it can be seen the conclusion of student satisfaction with administrative services. The purpose of implementing the rough set
is to know student satisfaction to be able to find out errors and minimize errors in service to students. Benefits are known to student
satisfaction with services, so that the division of student services can improve and maximize services in the future.

Keywords: Administration, Satisfaction, Abdurrab University, Data Mining, Rough Set

1. PENDAHULUAN

Administrasi adalah proses yang keseluruhan kegiatan organisasi diarakan pada pencapaian tujuan antara dan tujuan
akhir (Goals and objective)[1].Bagian administrasi sangat terpenting dalam suatu instansi ataupun dalam suatu
organisasi. Administrasi meliputi mengenai surat-menyurat dan perbendaharaan dari suatu kelompok. Bagian
administrasi pada suatu instansi atau organisasi harus dapat memberikan pelayanan yang terbaik bagi pengunjung.
Universitas Abdurrab dalam memberikan pelayanan berupa pelayanan administrasi (kebutuhan administrasi
mahasiswa) kepada mahasiswa haruslah maksimal, karena kepuasan mahasiswa dalam pelayanan mahasiswa
sangatlah penting demi kemajuan Universitas dan untuk menaikkan kualitas Universitas. Pelayanan administrasi
mahasiswa seperti pelayanan dalam kebutuhan akademik dan perbendaharaan.

Divisi pelayanan administrasi mahasiswa pada Universitas Abdurrab yaitu BAAK, BAUK, dan Program Studi,
karena pada divisi ini merupakan yang menjadi kebutuhan mahasiswa selama perkuliahan. Biro Administrasi
Akademik dan Kemahasiswaan (BAAK) merupakan unsur pelaksana administrasi universitas yang
menyelenggarakan pelayanan administrasi akademik dan kemahasiswaan. BAU merupakan unsur pelaksana
administrasi universitas yang menyelenggarakan pelayanan teknis administrasi umum[2]. Program Studi merupakan
kesatuan rencana belajar yang digunakan sebagai pedoman jalannya pendidikan akademik yang penyelenggaraannya
berdasarkan suatu kurikulum[3].
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limu komputer merupakan ilmu yang dapat diterapkan di kehidupan untuk meringankan pekerjaan manusia.
limu komputer di saat sekarang sudah sangat berkembang maju, ada berbagai macam ilmu komputer yang dapat
diterapkan salah satunya ilmu di bidang data mining. Data mining merupakan proses yang mempekerjakan satu atau
lebih teknik pembelajaran komputer (machine learning) untuk menganalisis data dan mengekstraksi pengetahuan
(knowledge) secara otomatis[4]. Pelayanan administrasi akademik dan perbendaharaan bagi mahasiswa sangatlah
penting, karena ini menyangkut kenyamanan mahasiswa dalam mengurus kebutuhannya selama kuliah. Maka dari itu
pelayanan ini sangatlah berpengaruh pada kepuasan mahasiswa. Untuk dapat mengetahui tingkat kepuasan mahasiswa
terhadap pelayanan yang diberikan selama mereka kuliah, maka dilakukan proses dengan ilmu komputer yaitu data
mining berbasis rough set.

Rough set adalah sebuah alat matematika untuk menangani ketidakjelasan dan ketidakpastian yang
diperkenalkan untuk memproses ketidakpastian dan informasi yang tidak tepat[5]. Ada beberapa pernyataan yang
merupakan variabel-variabel yang berpengaruh pada kepuasan mahasiswa. Dari hasil pernyataan tersebut itu diolah
dengan metode data mining berbasis rough set. Hasil pengolahan data (pernyataan dari mahasiswa) dengan metode
rough set berupa rule (aturan) dari proses reduct (penyeleksian atribut minimal menggunakan Prime Implicant fungsi
Boolean).

Dengan proses reduct berupa rule (aturan) ini dapat menjadi acuan untuk melihat kepuasan mahasiswa terhadap
pelayanan yang diberikan dan Universitas dapat meminimalisir kesalahan dalam pelayanan terhadap mahasiswa serta
dapat memberikan manfaat untuk meningkat pelayanan terhadap mahasiswa lebih maksimal. Untuk pengujiannya
dilakukan menggunakan tools Rosetta. ROSETTA adalah alat untuk menganalisis data tabular dalam kerangka teori
himpunan kasar. ROSETTA dirancang untuk mendukung penambangan data secara keseluruhan dan proses penemuan
pengetahuan: Dari penelusuran awal dan pra-pemrosesan data, melalui perhitungan set atribut minimal dan pembuatan
aturan jika-maka atau pola deskriptif, hingga validasi dan analisis aturan atau pola yang diinduksi[6].

2. METODOLOGI PENELITIAN
2.1 Tahapan Penelitian

Dalam melakukan penelitian ini, tahapan yang dilakukan dalam metode rough set adalah sebagai berikut:

Pengumpulan IR
Data *Pustaka
\\_—> PVEIER I « Penentuan variabel
Data *Proses Rough set

Implementasi
= B -
\\_—> Menarik
Kesimpulan

Gambar 1. Tahapan Kerja Penelitian

Penjelasan Gambar 1.
1. Pengumpulan data
Dalam teknik pengumpulan data, ada acara yang akan dicapai:
a. Penelitian Pustaka
Studi Pustaka dengan mempelajari literatur-literatur yang berhubungan dengan topik penelitian seperti data
mining, rough set, administrasi, dll berupa buku. Literatur atau referensi yang didapat dalam bentuk buku,
jurnal, ataupun website resmi.
b. Penelitian lapangan
Berupa observasi yang dilakukan ke mahasiswa. Mahasiswa diberikan beberapa pernyataan dalam bentuk
kuesioner yang berisikan variabel-variabel yang dapat mempengaruhi kepuasan mahasiswa terhadap
pelayanan yang diberikan Universitas.
2. Analisis data
Data yang telah dikumpulkan selanjutnya akan diolah, Adapun tahap-tahap analisa data sebagai berikut:
a. Menetapkan variabel yang akan digunakan dalam menentukan persepsi kepuasan mahasiswa terhadap
kualitas pelayanan administrasi mahasiswa pada Universitas Abdurrab.
b. Mengelompokkan data dengan rough set yang mewakili suatu variabel.
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3. Implementasi data mining
Setelah menganalisis data selesai, dilakukan proses implementasi data mining dengan menggunakan metode
rough set. Menggunakan tools Rosetta. Dalam proses menggunakan Rosetta dapatlah hasil presepsi kepuasan
berupa rule.

4, Menarik kesimpulan
Dari hasil proses perhitungan sesuai langkah-langkah metode rough set dapatlah menarik kesimpulan hasil dari
reduct. Dengan proses generating rules dapat hasil rules yang diperoleh. Dengan melakukan proses langkah-
langkah rough set dapatlah diimplementasikan dengan menggunakan tools, yaitu Rosetta. Dengan Rosetta,
rules akan dapat dihasilkan.

3.1 Data Selection

Data Selection (Pemilihan data yang akan digunakan). Karena data yang ada pada database sering kali tidak semuanya
dipakai berupa data yang tidak lengkap, oleh karena itu dilakukan proses seleksi data (Data Selection), maka
didapatkan data yang akan kemudian diolah berjumlah 100 orang[7].

3.2 Representasi data

Rough set direpresentasikan dalam dua elemen yakni Information System (IS) dan Decision Sytem (DS). Suatu
Information System diformulasikan dengan IS = (U, A,V, f), dimana U ialah himpunan semesta yang berisi objek,
dimana U # @, A ialah himpunan atribut, dimana A = @ [8].

3. HASIL DAN PEMBAHASAN

Pada tahapan ini merupakan gambaran dari proses analisa suatu masalah dan gambaran dari penerapan metode untuk
memecahkan masalah yang dihadapi. Untuk menunjang analisis data dalam pencarian knowledge, mencoba untuk
mentransformasi data manual yang terdapat dari hasil kuesioner.

Tabel 1. Information System BAAK

N7

=

N

Proses Prosedur . .
No Pelayanan Pelayanan Sifat Jadwal Kemampuan Penyampaian Tanggapan
1 Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang
100 | Kurang Ya Ya Ya Ya Ya Ya
Tabel 2. Information System BAUK

No Proses Prosedur Sifat Jadwal Kemampuan Penyampaian Tanggapan

Pelayanan Pelayanan p yamp 9gap
1 Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang
100 | Kurang Tidak Tidak | Ya Ya Ya Ya

Tabel 3. Information System Program Studi

No Proses Prosedur Sifat Jadwal Kemampuan Penyampaian Tanggapan

Pelayanan Pelayanan p yamp 99ap
1 Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang
100 | Kurang Tidak Ya Tidak Ya Ya Kurang

Information Decision Sistem diformulasikan dengan DIS = (U,A U {d},V, f), dimana U ialah himpunan semesta
yang berisi objek, dimana U # @, A ialah himpunan atribut, di mana A # @, d ialah atribut keputusan (decision
attribute), d & A[3].
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Tabel 4. Decision Sytem BAAK
Proses Prosedur . .
No Pelayanan Pelayanan Sifat Jadwal Kemampuan Penyampaian Tanggapan Keputusan
1 Ya Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang Kurang
100 | Kurang Ya Ya Ya Ya Ya Ya Ya
Tabel 5. Decision Sytem BAUK
Proses Prosedur - .
No Pelayanan Pelayanan Sifat Jadwal Kemampuan Penyampaian Tanggapan Keputusan
1 Ya Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang Kurang
100 | Kurang Ya Ya Ya Ya Ya Ya Ya
Tabel 6. Decision Sytem Program Studi
Proses Prosedur . .
No Pelayanan Pelayanan Sifat Jadwal Kemampuan Penyampaian Tanggapan Keputusan
1 Ya Ya Ya Ya Ya Ya Ya Ya
2 Ya Ya Ya Ya Ya Ya Kurang Kurang
100 | Kurang Tidak Tidak Ya Ya Ya Ya Ya
3.3 Equivalence Class
Equivalence class adalah mengelompokkan objek-objek yang sama untuk attribute A € (U,A)[9].
Tabel 7. Equivalence Class BAAK
A B C D E F G Income
Class Proses Prosedur - -
Pelayanan Pelayanan Sifat | Jadwal Kemampuan Penyampaian Tanggapan Kepuasan
EC1 | Ya Ya Ya Ya Ya Ya Ya Ya
EC2 Ya Ya Ya Ya Ya Ya Ya Kurang
EC41 | Kurang Tidak Ya Tidak Kurang Ya Kurang Kurang
Tabel 8. Equivalence Class BAUK
A B C D E F G Income
Class Proses Prosedur . .
Pelayanan Pelayanan Sifat Jadwal Kemampuan Penyampaian Tanggapan Kepuasan
EC1 Ya Ya Ya Ya Ya Ya Ya Ya
EC2 Ya Ya Ya Ya Ya Ya Kurang Kurang
EC31 | Kurang Tidak Tidak | Ya Ya Ya Ya Ya
Tabel 9. Equivalence Class Program Studi
A B C D E F G Income
Class Proses Prosedur - .
Pelayanan Pelayanan Sifat | Jadwal Kemampuan Penyampaian Tanggapan Kepuasan
EC1 | Ya Ya Ya Ya Ya Ya Ya Ya
EC2 | Ya Ya Ya Ya Ya Ya Ya Kurang
EC27 | Tidak Tidak Ya Ya Ya Ya Ya Ya

3.4 Discernibility Matrix
Diberikan sebuah IS A = (U,A) and B € A, discernibility matrix dari A adalah MB, di mana tiap-tiap entry MB(l,j),

terdiri dari sekumpulan attribute yang berbeda antara objek Xi dan X;. Bandingkan setiap class, bila ada perbedaan
pada atribut class kemudian tuliskan pada tabel discernibility matrix, sedangkan jika semua atribut sama maka tuliskan
dengan tanda kali (X)[10].
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Gambar 2 Discernibility Matrix BAAK
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ECL _|x [ADEG__|ADEFG _|ACG AE_|A [AG_|AG |AEG |AEFG |AEF |ADEG |ADG |ACEG |ACDG |ACE |ACEG |ABDEFG |ABEG |ABCD _ |ABE |ABC
ECC |6 ADE___|ADEF__|ACG AEG |AG |A |A |AE |AEF  |AEFG |ADE |AD |ACEG |ACD |ACEG |ACE |ABDEF |ABE |ABCDG |ABEG |ABCG
[Ecs e [ADG___|ADFG__ |ACEG _|A [AE|AEG |AEG [AG  |AFG |AF  |ADG |ADEG|ACG |ACDEG|AC  |ACG |ABDFG |ABG |ABCDE |AB _ |ABCE
EC4  |EFG [ADF___|AD [ACEFG _|AEFG |AEFG |AEF |AEF |AF A [AG__|ADF _|ADEF [ACFG |ACDEF |ACFG |ACF _|ABD [ABF__|ABCDEFG|ABFG |ABCEFG
EC: D AEG |AEFG  |ACDG _|ADE |AD |ADG |ADG |ADEG |ADEFG |ADEF |AEG |AG |ACDEG|ACG |ACDE |ACDEG|ABEFG _|ABDEG|ABC [ABDE_|ABCD
EC DE [Ac AFG [ACDEG |AD __|ADE _|ADEG|ADEG|ADG _|ADFG [ACDG |ACEG |ACD |ACDG |ABFG _ |ABDG |ABCE _ |ABD |ABCDE
EC: B |ABDEG |ABDEFG |ABCG _ |ABE |AB  |ABG |ABG |ABEG |ABEFG [ABCEG [ABCDG [ABCE

ECs B ABDEG |ABCDEFG|ABCG _ |ABE |AB  |ABG |ABG |ABEG |ABEFG |ABEF |ABDEG |ABDG |ABCEG|ABCDG|ABCE

ECo |BG /ABDE__|ABDEF _|ABCG _ |ABEG |ABG |AB |AB |ABE |ABEF |ABEFG|ABDE |ABD |ABCEG|ABCD |ABCEG

EC10 |ACEG cD [CDF EG CG__ |ACEG |ACE |ACE |AC _ |ACF _ |ACFG |ACD |ACDE|AG _ |ADE

EC11 |ADEG B X F CDEG __|DG __ |ADEG |ADE |ADE |AD _|ADF _ |ADFG |A [AE__|ACDG |ACE _|ACDG

EC12 |ADEFG |ADEF |ADFG |AD [AEFG_|AFG _|ABDEFG|ABCDEFG|ABDEF [CDF__|F X CDEFG_|DFG | ADEFG |ADEF |ADEF [ADF__|AD [ADG _|AF_ |AEF |ACDFG|ACEF |ACDFG!

ECI3 |ACG |ACG |ACEG |ACEFG |ACDG |ACDEG|ABCG |ABCG _ |ABCG [EG _ [CDEG |CDEFG _|X CEG|ACG |ACG |ACG |ACEG |ACEFG |ACEFG|ACDEG|ACDG|AE _ |ADG _|AEG

ECl4 |AE AEG  [A [AEFG [ADE_|AD_ |ABE  |ABE [ABEG [cG_ |bG DFG cEc X [AE|AEG |AEG |AG  |AFG |AF  |ADG |ADEG|ACG |ACDEG|AC

E:ls A [AG_|AE |AEFG  |AD  |ADE |AB [ABG _|ACEG |ADEG _|ADEFG |ACG AE|X G |G |G [fFG  [EF  |DEG |DG |CEG |cDG |cE

EC16 |AG A [AEG |AEF [ADG_|ADEG |ABG _|ABG [AB__|ACE |ADE _|ADEF _ |ACG AEG |G XX [E EF EFG_|DE [D [CEG [cD _ |cEG

EC17 _|AG A [AEG |AEF A [ADEG |ABG _|ABG [ACE_|ADE__ |ADEF __|ACG AEG |G x x| EF EFG_DE [0 [CEG [cD  |cEG

ECl18 |AEG |AE  |AG |AF [ADEG_|ADG EG |ABEG _ |ABE |AC _|AD |ADF pcec1ac o e T Ix F G |p DE_|cG_|cDE |cG B

EC19 |AEFG |AEF |AFG |A [ADEFG |ADFG_|ABEFG |ABEFG _|ABEF |ACF|ADF___ |AD [ACEFG_|AFG |EFG |EF [EF  |F X G DF _ [DEF |CFG [CDEF [CFG |CF_ [BD BF __ |BCDEFG [BFG [BCEFG
EC20 |AEF |AEFG |AF  |AG [ADEF_|ADF_|ABEF _|ABEF __|ABEFG |ACFG |ADFG _|ADG [ACEFG_|AF |EF |EFG [EFG [FG |G X DFG_|DEFG [CFG |[CDEFG|CF __|CFG [BDG BFG |BCDEF _|BF _ [BCEF
EC21 |ADEG |ADE |ADG _|ADF [AEG|AG  |ABDEG |ABDEG |ABDE |ACD |A AF [ACDEG |ADG |DEG |DE [DE | DF DFG_|x E_|cDG |cDE |cDG [cb  |eF BD _|BCEG  |BDG |BCDEG
EC22 |ADG__|AD _ |ADEG |ADEF _ |AG  |AEG |ABDG |ABDG _ |ABD |ACDE |AE |AEF [ACDG _|ADEG b6 |0 [0 [DE  [DEF  |DEFG |E X __|cDEG |c CDEG |CDE _[BEF BDE _|BCG BDEG |BCDG
EC23 |ACEG |ACEG |ACG |ACFG _ |ACDEG|ACDG |ABCEG |ABCEG |ABCEG|AG _ |ACDG |ACDFG |AE [ACG_[CEG |CEG |CEG [CG|CFG  |CFG |CDG |CDEG|X| DEG |G G BCOFG _|[BCG |BDEG _ [BCG _|BEG
EC24 |ACDG |ACD |ACDEG|ACDEF _|ACG |ACEG |ABCDG |ABCDG |ABCD |ADE |ACE _ |ACEF _ |ADG [ACDEG|CDG_|[CD |CD |CDE |CDEF _|CDEFG|CDE _|C _ |DEG _|X DEG |DE _ |BCEF _ [BCDE [BG BCDEG|BDG
EC25 |ACE  |ACEG |AC  |ACFG  |ACDE |ACD |ABCE |ABCE _ |ABCEG|AG _ |ACDG |ACDFG |AEG AC _|CE |CEG |CEG |[cG  [CFG |CF _ |cDG |CDEG|G DEG |x G BCOFG |[BCG _|BDE BC _ |BE
EC26 |ACEG |ACE |ACG |ACF [ACDEG|ACDG |ABCEG |ABCEG |ABCE |A [ACD __|ACDF __|AEG IACG_[cEG |cE [cE |C cF CFG_|co  [coE |6 DE o X BCOF __|[BC__ |BDEG _ [BCG |BEG
[EC27 | ABDEFG|ABDEF |ABDFG |ABD [ABEFG |ABFG |ADEFG |ADEFG _|ADEF |ABCDF|ABF __|AB | ABCDEFG | ABDFG |BDEFG |BDEF |BDEF |BDF BD BDG |BF__ |BEF |BCDFG|BCEF |BCDFG|BCDF |X DF__ |CEFG _ |DFG |CDEFG
EC28 |ABEG |ABE |ABG |ABF [ABDEG |ABDG |AEG _|AEG BC _|ABD _ |ABDF _ |ABCEG |ABG _|BEG BFG_|BD _ [BDE [BCG |BCDE [BCG [BC _ |DF X CDEG |G CEG
EC29 |ABCD |ABCDG|ABCDE |ABCDEFG|ABC _|ABCE |ACD _|ACD [ACDG [|ABDEG |ABCE _|ABCEFG |ABDG _ |ABCDE|BCD _[BCDX urnr\nrnrr\scos;s BCDEF [BCEG [BCG [BDEG |BG _ |BDE _|BDEG |CEFG _ |CDEG |X coe[o
EC30 |ABE _ |ABEG [ABFG _ |ABDE |ABD _|AE [AE AEG CG |ABDG _|ABDFG _|ABCEG FG BDEG DFG G CDE X cE
EC31 |ABC |ABCG |ABCE |ABCEFG |ABCD |ABCDE[AC [Ac [ACG_|ABEG |ABCDEG|ABCDEFG|ABG CoEFG_[cEG D cE Ix

Al

IACDEFG

[ACG _|[ACEG _|ADE \/ABCDE |ACDEF |ABCDF |ACF |ABC |ABCEF |ABCD |ABCDFG|ACDEG |ABCG
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|ADE__[ADE _ |ADEG [ADEG BE__|ADEF _[ACDEG |ADE AEG  |ADEG |ADE [ADE  [ACEG |ABEG |AEFG |ABEFG |ADEFG |ABDEG|ABDEFG|ABEG [BEFG X BDE
|AB |AB [ABG [ABG [A AEG [aD [aD  [ABF [ABCG  [ABE  |ABEG [ABDG [ABG [AB  |ABE  [ABCDEG|ADEG |ABDEFG|ADFG |ABFG |AG  |AEFG |ADG |DFG BDE  [X

Gambar 4 Discernibility Matrix Program Studi

3.5 Discernibility Matrix Module D

Diberikan sebuah DS A = (U,A{d{) dan subset dari attribute B < A, discernibility matrix modulo D dari A, MBd,
didefinisikan seperti berikut di mana MB(l,j) adalah sekumpulan attribute yang berbeda antara objek X; dan X; dan
juga berbeda attribute keputusan. Berdasarkan tabel 2.5, bandingkan setiap class berdasarkan decision atau keputusan,
jika keputusan (income) sama maka tuliskan tanda kali (X), jika income berbeda tuliskan perbedaan atributnya
berdasarkan tabel.
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Gambar 5 Discernibility Matrix Module D BAAK

Gambar 7 Discernibility Matrix Module D Program Studi

3.6 Reduct
Reduct adalah penyeleksian atribut minimal (interesting attribute) dari sekumpulan atribut kondisi dengan
menggunakan Prime Implicant fungsi Boolean. Kumpulan dari semua Prime Implicant mendeterminasikan sets of

reduct.

Tabel 10. Reduct BAAK

IADEFG X |IABDEFG |ABEG
X X X X X IAD X IACD _|ACEG |X X X ABCG
IADFG IACEG AEG |AG AFG |AF IADG  |X IACG |X X ACG |ABDFG |ABG |ABCDE |AB X
IAD IACEFG |AEF _|AF A IAG |ADF X IACFG_|X X [ACF |ABD |ABF |IABCDEFG |ABFG _[X
IAEFG IACDG IADG |ADEG |ADEFG |ADEF |AEG X IACDEG |X X [ACDEG |ABEFG _ |ABDEG |ABC IABDE _[X
X X X X X X IAEG X IACEG |ACD X X ABCDE
X IABDEG [ABDEFG |ABCG IABG |ABEG |ABEFG |ABEF |ABDEG |X IABCEG |X X |ABCEG |ADEFG IAEG IACD |AE X
X X X X X X X X |ABDG |X IABCDG |[ABCE |X X X X AC
BDEG |X G I/ABCE |ABDE _ |ABDEF _ |ABCG IAB__|ABE _|ABEF _ |ABEFG |ABDE |X IABCEG |X X ABCE |ADEF IAE IACDG IAEG X
IACF |ACDEG | X ABCEG |X IABCE |X X X X X X X X |ACDE |X |ADE IAG X X X X X |ABEG
|ADF |AEG X |ABDEG [X |ABDE _|X X X X X X X X X |AE X |ACE IACDG_[X X X X X [ABCDEG
D IAEFG _|X ABDEFG |X ABDEF [X X X X X X X X X IAEF X IACEF__|ACDFG|X X X X X ABCDEFG
IACEFG IACDG _|X ABCG X ABCG |X X X X X X X X X IACDG |X IADG IAEG X X X X X [ABG
|AD |ABE DF( |AEG |AG AFG |AF IADG |ADEG |ACG |IACDEG [AC ACG |IABDFG |IABG IABCDE _|AB ABCE
G EG EFG EF DEG _[X ICEG X X CEG
X E EF EFG DE X ICEG X X CE
X X X X X D X ICD CEG X
X X X X X DE X ICDE CG X
X X X X X DEF _[X ICDEF_|CFG _ [X
X X X X X DEFG [X |CDEFG |CF X
X X X X X E X |CDE CDG (X
D DE DEF DEFG |E X ICDEG _|X X CDE
X X X X X ICDEG |X DEG G X
CD CDE [CDEF CDEFG |CDE X DEG X X DE
CEG |CG CFG CF ICDG X G X X G
X X X X X ICDE_|X DE G X X X X X BEG
X X X X X BEF X BCEF _[BCDFG |X. X X X X [CDEFG
\BF X X X X X BDE |X BCDE [BCG _|X X X X X CEG
| ABCDE |ABCDEFG |ABC IACD ACDG X X X X X G |X ‘EG BDE X X X X X D
|AB IABFG |ABDE |AE |AEG X X X X X X X X BDEG [X BCDEG |BC X X X X X CE
[ABCG |X X |ABCDE [X \C X |/ABEG |ABCDEG |[ABCDEFG |ABG BCG |BCEG [BCEFG [BCEF [BCDEG [X BEG X X BEG ICDEFG _|CEG _|D CE X
Gambar 6 Discernibility Matrix Module D BAUK
EC2 EC3 EC4 ECS |ECG \ EC7 }ECB EC9 EC10 EC11 \ EC12 EC13 EC14 |EC15 |EC16 EC17 EC18 EC19 EC20 EC21 |[EC22 |EC23 EC24 |EC25 EC26 EC27
X X G X BEG BD \X X CG X EG X AG X E IACDEG |ABDEG |ADEFG |ABDFG |AFG X IABEFG |ABDG |ABDFG [X X
X G X B X X BD F X E X DG X A X X X X ABG _ |X BDFG _|ADE AB
G X X X |BE BDG X X C X [E X A X AEG IACDE ABDE ADEF |ABDF IAF X |ABEF ABD I/ABDFG X X
X X X BG |>< X \EDG FG X |EG \X DG X AG X X X X X X AB X X IABDFG |ADEG |ABG
B X BG X EG D X X BCG X BEG X ABG _ |X |ABE IABCDEG |ADEG _ |ABDEFG|ADFG _ |ABFG [X IAEFG _ |ADG _ |ADFG X X
X |BE X |EG X X DEG BEFG X BG X BDEG X ABEG [X X X AE X X I/ADEFG |ABDEG |AEG
X BDG  [X D |>< X X BDF X BDE \X BG X ABD  [X X X X X X ADG X X AFG ABE AD
|BD X BDG  [X |DEG X X X BCDG _ |X BDEG  |X [ABDG |X I/ABDE _ |ABCEG |AEG ABEFG |AFG |ABDFG | X IADEFG |AG IAFG X X
F X |FG X BEFG _|BDF X X ICFG X EFG X AFG X |AEF IACDEFG |ABDEFG |ADEG _|ABDG _|AG X IABEG _ |ABDFG |ABDG X X
X C |X BCG X X BCDG [CFG X CEG X CDG X ACG X X X X X ABC X |/ABCDFG |ACDEG |ABCG
E X |§3 X |BG BDE X X CEG X G X AEG X A IACDG _|ABDG |ADFG |ABDEFG |AEFG [X IABFG _ |ABDEG |ABDEFG |X
X E X |BEG |)< X BDEG [EFG X G X DEG X IAEG X X X X X [ABE X X |/ABDEFG |ADEG _ |ABEG
DG X DG X BDEG [BG X X ICDG X DEG X [ADG X IADEG _|ACEG ABEG AEFG ABFG IADFG_|X |/ABDEFG |ABG IABF X X
X A X IABG X X IABDG |AFG X IAEG X [ADG X G X X X X X B X X \/ABDFG |ADEG |ABG
A X IAG X [ABEG |ABD |X X IACG X IAEG X G X E CDEG BDEG DEFG _[BDFG _|FG X BEFG BDG |ABDFG [X X
X IAEG X ABE X X |/ABDE _|AEF X A X ADEG X E X X X X X X BEG X X |ABDEFG |ADE ABE
X ACDE _[X ABCDEG [X X |ABCEG |ACDEFG [X IACDG _|X ACEG X CDEG [X X X X X X IEJE X X |/ABCEFG |ACEG _ |ABCDEG
X I/ABDE _|X ADEG X X IAEG ABDEFG |X IABDG _|X ABEG  [X BDEG |X X X X X X \DE X X IAEFG BEG _ |[ADEG
X IADEF _|X ABDEFG [X X |/ABEFG |ADEG _ |X DFG__ [X AEFG X DEFG _|X X X X X X BDEF _|X X |ABEG IAEFG ABDEFG
X /ABDF _[X ADFG _|X X AFG _ |ABDG _|X |ABDEFG [X ABFG _|X BDFG [X X X X X X DF X X AG /ABEFG |ADFG
X IAF X ABFG X X |ABDFG |AG X IAEFG X ADFG X FG X X X X X X \BF X X \ABDG _|ADEFG |ABFG
IABG X |AB X AE IADG _ |X IABC X |ABE B \X [BEG BCDE DE |BDEF DF [BF \X |EF D IADFG X X
X IABEF _|X AEFG X X |/ADEFG |ABEG X IABFG _|X ABDEFG [X EFG X X X X X X EF X X \/ADEG __|ABDEFG |AEFG
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AB X ABG  |X AEG  |AD X X [ABCG  [X ABEG  |X ABG  |X /ABE /ABCDEG |[ADEG  |ABDEFG [ADFG FG X /AEFG  |ADG  |DFG [x X

Class

CNF of Boolean Function

Prime Implicant

Reduce

EC1

GA(FVG)"ENEVFVG)"DA(DvVG)"
(DVEVFvG)"(BvD)"(AvDVEVG)"
(AvBvCvDVEVG)"(AVBVEVG)"
(AvBvDVEVG)"(AvCVDVEVFVG)
"(AvBVvCVDVEVFVG)"ANAVFvV
G)"(AVEVFVG)"(AvDVG)"(AvDv
EVvG)"(AvDVEVF)*"(AVDVEVFVG)
"(AvBvDVEVG)

ANDMNENG

{AD,E,G}

EC2

(EvG)"DA"(DVEVG)"BA"(BVF)"(BV
EvG)"(BvVD)"(AVE)"A"(AvBvCv
DVEVFVG)"A"(AVG)"(AVE)"(Av

A~ABADA(EVG)

{A.B,D,E}.{AB.D,G}
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EvG)"(AvDVEVF)"(AvDVEVFvVG)
"(AvB)"(AVvBVG)"(AvBVDVF)

(AvBvDVEVG)"(AvBVvD)*(AvBvVv
EvG)"(AvB)"(AVvDVEVG)*"(AvDv

EC41

EvVFVG)"(AvD)*"(AVEVG)*"(AvBv
DvG)*"(AvBVDVE)*"(AVCVEVFvVv
G)"(BvDVEvVG)"(BvDVE)~"(BvDvVv

G)"(BvD)"(BVFVG)"(BVFVG)*(Dv

EVGA"(DVE)"(EVFVG)

(AvB)"(AvD)"(AvV
EvG)"(BvD)"(BVF
vG)"(DVE)"(EVFV
G)

{A.B.E},{AD,F},{AD,G}{B,D,E}{B,D,G}

Tabel 11. Reduct BAUK

Class

CNF of Boolean Function

Prime Implicant

Reduce

EC1

GANDVE)"BA"(AVCVEVG)"(AvD
VEVG)"(AVDVEVFVG)~(AvCv
G)"(AVE)"(AVG)"(AVEVG)"(Av
EvVFVG)"(AVEVF)"(AvDVEvVG)"
(AVCVEVG)"(AVCVEVG)"(AVB
vDVEVFVG)*"(AVBVEVG)*"(AvB
vCvD)"(AvBVE)

BAGA(DVE)A(AVE)

{AB,D,G}{B,E,G}

EC2

GMNEVG)"(EVF)A"DVG)"(BVG)"
BA(AVEVG)A(AVG)~"A~(AvD)A
(AvCvD)"(AvCVEVG)"(AvBVvC
v G)

A~NBAGA(EVF)

{AB.E.G}{ABF.G}

EC31

(AvBvCvG)"(AvBVvCVDVE)" (A
vVC)"(AvVBVEVG)"(AvBvCVDVE
vVG)"(AvBvCVvDVEVFVG)"(AvB
VG)"(AvBVCVE)"(BVvCVvG)"(BvV
CVvEVG)"(BVCVEVFVG)*"(BvCyvV
EvVF)"(BVCvVDVEVG)"(BVEVG)"
(BVEVG)"(CVDVEVFVG)A(CVEV
G)"D"(CVE)

DA(AvC)MN(CVE)N (B
VEVG)"(BvCvG)"
(AvBvG)

{AB,D,E},{ACD,E}{ADEG}{B,C,D}{CD,G

}

Tabel 12. Reduct Program Studi

Class

CNF of Boolean Function

Prime Implicant

Reduce

EC1

GA"BVEVG)A"(BvD)"(CVG)"(EV
G)"(AvVG)"(AVE)"(AvCVvDVEV
G)"(AvBvVDVEVG)"(AvDVEVFvV
G)"(AvBVDVFVG)*"(AVFVG)" (A
VBVEVFVG)*"(AvBvDVG)"(AvB
vDVFVG)

GA(BvVD)”(AVE)

{AB,G}{AD,G}{B.E,G}{D,E,G}

EC2

GA"BABVD)"FA"EADVG)"AN(AV
BvG)"(AvBvDVFVvVG)"(AvDVE)
"(AvB)

ANBAEAFAG

{ABEF.G}

EC27

(AvB)*"(AVBVG)"(AVEVG)"(AvV
D)"(AvBVCVG)*"(AvBVEVG)" (A
vBvG)*"(AvBVE)"(AvBVvCVDVE
VG)"(AvDVEVG)"(AvBVDVEVF
VG)"(AvDVFVG)"(AvBVFVG)"

(AVEVFVG)"(AvDVG)"(DVFVG)

(AVB)"(AvD)"(AVE
vG)"(DVvFvG)

{AD}{AF}{AG}{BD,E}{B,D,G}

3.7 Generating Rule
Dari hasil reduct yang diperoleh maka didapatkan rules/knowledge. Berikut rules hasilnya dari ruduce menggunakan
fungsi Boolean

Tabel 13 Generating Rules BAAK

Class

Reduce

Generating Rules

EC1

{A.D,E,G}

Jika Proses Pelayanan = YA Dan Jadwal = YA Dan Kemampuan = YA Dan
Tanggapan = YA Maka Kepuasan = YA

EC2

{A.B,D,E},{A,B,D,G}

Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan Jadwal = YA
Dan Kemampuan = YA Maka Kepuasan = KURANG

Atau

Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan Jadwal = YA

Dan Tanggapan = YA Maka Kepuasan = KURANG
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Jika Proses Pelayanan = KURANG Dan Prosedur Pelayanan = TIDAK Dan
Kemampuan = KURANG Maka Kepuasan = KURANG
Atau
Jika Proses Pelayanan = KURANG Dan Jadwal = TIDAK Dan Penyampaian =
YA Maka Kepuasan = KURANG
Atau
Jika Proses Pelayanan = KURANG Dan Jadwal = TIDAK Dan Tanggapan =
EC4l | {ABEXADFH{ADGCHBD.EMBDC} | | jRANG Maka Kepuasan = KURANG
Atau
Jika Prosedur Pelayanan = TIDAK Dan Jadwal = TIDAK Dan Kemampuan =
KURANG Maka Kepuasan = KURANG
Atau
Jika Prosedur Pelayanan = TIDAK Dan Jadwal = TIDAK Dan Tanggapan =
KURANG Maka Kepuasan = KURANG
Tabel 14 Generating Rules BAUK
Class Reduce Generating Rule
Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan Jadwal
= YA Dan Tanggapan = YA Maka Kepuasan = YA
EC1 | {AB,D,G}{B,EG} Atau
Jika Prosedur Pelayanan = YA Dan Kemampuan = YA Dan Tanggapan =
YA Maka Kepuasan = YA
Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan
Kemampuan = YA Dan Tanggapan = KURANG Maka Kepuasan =
KURANG
EC2 | {AB,EG}{ABFG} Atau
Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan
Penyampaian = YA dan Tanggapan = KURANG Maka Kepuasan =
KURANG
Jika Proses Pelayanan = KURANG Dan Prosedur Pelayanan = TIDAK
Dan Jadwal = YA Dan Kemampuan = YA Maka Kepuasan = YA
Atau
Jika Proses Pelayanan = KURANG Dan Sifat = TIDAK Dan Jadwal =
YA Dan Kemampuan = YA Maka Kepuasan = YA
Atau
Jika Proses Pelayanan = YA Dan Jadwal = YA dan Kemampuan = YA
EC31 | {ABDE}{ACDE}ADEG}{BCD}{CDG} dan Tanggapan = YA Maka Kepuasan = YA
Atau
Jika Prosedur Pelayanan = TIDAK Dan Sifat = TIDAK Dan Jadwal = YA
Maka Kepuasan = YA
Atau
Jika Sifat = TIDAK Dan Jadwal = YA dan Tanggapan = YA Maka
Kepuasan = YA
Tabel 15 Generating Rules Program Studi
Class Reduce Generating Rule
Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan Tanggapan = YA Maka
Kepuasan = YA
Atau
Jika Proses Pelayanan = YA Dan Jadwal = YA Dan Tanggapan = YA Maka Kepuasan =
EC1 | {AB,G}{AD,G}{B,EG}{D,EG} Xgu
Jika Prosedur Pelayanan = YA Dan Kemampuan = YA Dan Tanggapan = YA Maka
Kepuasan = YA
Atau
Jika Jadwal = YA Dan Kemampuan = YA Dan Tanggapan = YA Maka Kepuasan = YA
EC2 | {ABEF.G} Jika Proses Pelayanan = YA Dan Prosedur Pelayanan = YA Dan Kemampuan = YA Dan
e Penyampaian = YA Dan Tanggapan = YA Maka Kepuasan = KURANG
Jika Proses Pelayanan = TIDAK Dan Jadwal = YA Maka Kepuasan = YA
Atau
Jika Proses Pelayanan = TIDAK Dan Penyampaian = YA Maka Kepuasan = YA
Atau
Jika Proses Pelayanan = TIDAK Dan Tanggapan = YA Maka Kepuasan = YA
EC27 | {AD}{AF}{AG}{B,DE}{BD,G} | Atau
Jika Prosedur Pelayanan = TIDAK Dan Jadwal = YA Dan Kemampuan = YA Maka
Kepuasan = YA
Atau
Jika Prosedur Pelayanan = TIDAK Dan Jadwal = YA Dan Tanggapan = YA Maka
Kepuasan = YA
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3.8 Pengujian Menggunakan Software Rosetta

Perancangan dan Implementasi aplikasi yang bekerja dengan metode rough set ini dilakukan dengan

menggunakan software Rosetta. Aplikasi Rosetta ini mendukung database sebagai berikut[11]:

a.
b.
c.
d.

Microsoft Access
Microsoft Excel
Dbase

Visual Foxpro

sebagai berikut:
Ketikkan data yang ada pada salah satu database yang dipilih, sebagai contoh misalkan data yang ada

a.

b.
c.

«

diketikkan pada lembar kerja Microsoft Excel.
Jalankan Aplikasi Rosetta
Setelah itu Klik Menu File — New.

Adapun langkah-langkah untuk implementasi dari aplikasi Rough Set dengan menggunakan Rosetta ini adalah

Setelah itu klik kanan pada Bagi Structure pilih ODBC, tentukan klik tombol Open Database — Machine
Data Source Pilih MS Excel, kemudian arahkan pada lembar kerja MS Excel tempat kita menyimpan data.
Klik kanan pada Sheet 1 (lembar kerja MS Excel), Pilih Reduces — Dynamic Reducts.

Setelah itu akan dihasilkan Dynamic Reducts.

Klik Kanan pada Reducts yang dihasilkan kemudian pilih Generate Rules, maka akan dihasilkan rule

(pengetahuan).
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Gambar 8. Pengujian Data BAAK Dengan Tools Rosetta
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Gambar 9. Pengujian Data BAUK Dengan Tools Rosetta
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Gambar 10. Pengujian Data Porgram Studi Dengan Tools Rosetta

4. KESIMPULAN

Setelah melakukan analisa dari permasalahan yang terjadi dan mendapatkan solusi dari permasalahan, maka dapat

mengambil kesimpulan antaral lain:

a. Proses data mining dengan aturan KDD (Knowledge Discovery in Database) menggunakan metode rough set
yaitu, information System, Decision System, Equivalence Class, Discernibilty Matrix, Discernibility Matrix
Module D, Reduct, Generating rule.

b. Data yang diperoleh untuk diolah dengan mtode rough set adalah hasil dari kuesioner yang diberikan kepada
mahasiswa dan hasilnya berupa knowledge dalam bentuk rule.

c. Pengujian metode rough set pada persepsi kepuasan mahasiswa dengan menggunakan tools berupa software
Rosetta untuk menggali pengetahuan yang merupakan sumber informasi dalam pengambilan keputusan.

d. Hasil analisa kepuasan mahasiswa terhadap pelayanan administrasi dapat dijadikan sebagai acuan untuk evaluasi
pelayanan administrasi dan memudahkan mahasiswa dalam pengurusan administrasi serta mendapatkan
pelayanan yang memuaskan.
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