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Abstrak - Penelitian ini bertujuan untuk memprediksi dampak pembelajaran hibrida pada mahasiswa Politeknik Negeri Medan. 

Algoritma ini dipilih karena algoritma ini memiliki kinerja yang sangat baik dalam klasifikasi dibandingkan dengan algoritma lain. 

Metode statistik dan probabilistik digunakan dalam pengoperasian algoritma ini untuk membuat prediksi tentang apa yang akan terjadi 

di masa depan. Penguasaan teknologi, tingkat interaksi guru-siswa, dan penguasaan materi ajar adalah variabel yang digunakan dalam 

penelitian ini. Sample data yang digunakan berasal dari mahasiswa Program Studi Teknologi Rekayasa Perangkat Lunak Politeknik 

Negeri Medan. Hasil prediksi yang dilakukan secara manual dengan naïve bayes, dengan data pelatihan 100 (seratus) siswa dan data 

tes 1 (satu) siswa, menghasilkan hasil sebesar 0,012, yang menunjukkan peningkatan hasil akademik siswa. Hasil pengujian 

dibuktikan dengan menggunakan bahasa pemrograman phyton. Hasil pengujian pertama, dengan data pengujian 20%, 

menghasilkan peningkatan hasil akademik sebesar 86% sekitar 13 siswa dengan nilai akurasi 80%, dan pengujian kedua, 

dengan data pengujian 40%, menghasilkan peningkatan hasil akademik sebesar 92% sekitar 29 siswa dengan nilai akurasi 

88%. 

Kata Kunci: Naïve Bayes; Hybrid Learning; Prediksi; Mahasiswa. 

Abstract- This research use to predict the impact of hybrid learning on Medan State Polytechnic students. This algorithm was chosen 

because it has excellent performance in classification compared to other algorithms. Statistical and probabilistic methods are used in 

the operation of this algorithm to make predictions about what will happen in the future. Technology mastery, level of teacher-student 

interaction, and mastery of teaching materials are the variables used in this study. The sample data used came from students of the 

Software Engineering Technology Study Program of Medan State Polytechnic. The prediction results carried out manually with naïve 

bayes, with training data of 100 (one hundred) students and test data of 1 (one) student, produced a result of 0.012, which indicates an 

increase in student academic results. The test results were proven using the phyton programming language. The first test results, with 

20% test data, resulted in an increase in academic results by 86% around 13 students with an accuracy value of 80%, and the second 

test, with 40% test data, resulted in an increase in academic results by 92% around 29 students with an accuracy value of 88%. 

Keywords: Naïve Bayes; Hybrid Learning; Prediction; Student. 

1. PENDAHULUAN 

Menyebarnya virus COVID-19 ditemukan di Wuhan untuk pertama kalinya, telah menyebar ke seluruh dunia dan 

mencapai lebih dari 230 juta kasus dan 4,72 juta kematian. Beberapa vaksin COVID-19 telah dikembangkan sejak akhir 

2020. Pada September 2021, 5,8 miliar orang di seluruh dunia telah diberikan vaksinasi, tetapi jutaan orang baru terjangkit 

setiap hari [1]. Selama pandemi COVID-19, yang melanda hampir seluruh dunia pada tahun 2020, banyak perubahan 

terjadi secara tiba-tiba dengan berbagai cara. Beberapa dari perubahan ini masih berpengaruh hingga saat ini. Proses 

pembelajaran adalah salah satu yang dirasakan. Di mana pembelajaran selama pandemi dilakukan sepenuhnya secara 

online. Saat ini, model ini secara bertahap mulai berkembang menjadi proses hybrid learning yang terus berlanjut. Hybrid 

learning adalah gabungan pembelajaran jarak jauh atau offline (tatap muka). Istilah ini lebih umum digunakan untuk 

menggambarkan model pembelajaran yang menggabungkan kemajuan teknologi dan interaksi dari model pembelajaran 

tradisional dengan sistem pembelajaran online. Model pembelajaran ini pasti memiliki media pembelajaran online.  

Sudah jelas bahwa model pembelajaran tersebut menggunakan media pembelajaran online seperti Google Classroom, 

Edmodo, dan e-learning, serta aplikasi lain yang biasanya dimiliki oleh institusi pendidikan.  Sistem pembelajaran ini 

menggabungkan peran utama dari dua pihak: siswa atau guru. Jadi, pada umumnya, peran pengajar lebih dominan pada 

tahap awal, dan setelah itu berjalan baik, peran siswa lebih dominan (pusat siswa) [2]. Sebagai alternatif untuk 

pembelajaran tatap muka yang terbatas di tengah pandemi COVID-19, metode pembelajaran hybrid digunakan untuk 

meningkatkan motivasi dan hasil belajar siswa [3]. Untuk menerapkan model hybrid learning, guru harus berkomunikasi 

dengan orang tua siswa untuk memungkinkan orang tua mendampingi anaknya selama proses pembelajaran. 
Penelitian ini bertujuan untuk memprediksi penerapan pembelajaran hybrid. Apakah penerapan pembelajaran hybrid 

learning ini dapat meningkatkan hasil akademik mahasiswa atau tidak. Untuk menganalisis data yang dikumpulkan, 

algoritma Naive Bayes secara sederhana menghitung sekumpulan probabilitas dengan menjumlahkan frekuensi dan 

kombinasi nilai dari berbagai kumpulan data untuk melakukan proses klasifikasi data. Algoritma melakukan proses 

prediksi dengan memperkirakan semua atribut berdiri sendiri yang diberikan nilai variabel kelas, menggunakan teorema 

Bayes [4].  

Nilai kemungkinan individu diberikan kepada nilai output dengan melihat kemungkinan secara bersamaan, menurut 

Naive Bayes. Dengan kata lain, nilai kemungkinan individu diberikan kepada nilai output melalui penyederhanaan nilai 
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atribut yang tidak bergantung secara kondisional satu sama lain [5]. Metode ini dapat menangani data yang berbeda seperti 

numerik dan non numerik. Naive Bayes mengasumsikan setiap fitur secara independent berdasarkan pada klasifikasi 

variable [6]. Untuk menentukan estimasi parameter yang diperlukan untuk proses pengklasifikasian, algoritma Naive 

Bayes membutuhkan alur perhitungan yang singkat dan hanya membutuhkan sejumlah kecil data pelatihan [7]. Kinerja 

Naive Bayes sangat akurat selama proses pengklasifikasian [8]. Pada Pembelajaran mesin metode Naive Bayes sering 

digunakan karena kesederhanaan dan efisiensinya [9][10]. 

Informasi untuk memprediksi tingkat pemahaman siswa tentang materi pelajaran bahasa Indonesia menggunakan naive 

bayes menjelaskan bahwa sistem memiliki akurasi keseluruhan tertinggi sebesar 0,9, dan fitur terpilih memiliki nilai Gain 

lebih dari atau sama dengan 0.2 [11]. Prediksi tingkat kepuasan siswa terhadap pelayanan akademik, menggunakan 213 

data dari kuesioner yang diberikan kepada siswa. Hasil menunjukkan akurasi 96,71%, nilai ketepatan 96,15%, dan nilai 

recall 98,43%. [12]. 

Kategorikan tingkat kepuasan siswa dengan 30 data yang dikumpulkan melalui metode kuesioner, hasil akurasi 

menunjukkan bahwa 61% mahasiwa puas dengan sarana dan prasarana pembelajaran, sedangkan 39% menjawab tidak 

puas [13]. Penggunaan algoritma naive bayes untuk menganalisis kepuasan pengguna pada aplikasi Windows Phone 

Store. Model evaluasi yang menggunakan crossvalidation sepuluh kali lipat diperoleh akurasi sebesar 84.50%. [14]. 

Penerapan algoritma klasifikasi Naive Bayes menunjukan hasil untuk  penentuan rating buku metode Naive dengan 

akurasi 66,98%, yang menunjukkan bahwa kebanyakan prediksi rating buku cenderung rendah [15]. Naive Bayes 

memiliki algoritma yang sangat akurat untuk memprediksi data saat ini [16].  

2. METODOLOGI PENELITIAN 

2.1. Tahapan Penelitian 

Data dikumpulkan melalui survei ke Politeknik Negeri Medan, terutama pada Program Studi Teknologi Rekayasa 

Perangkat Lunak. Sumber data langsung diambil pada saat peneiti melakukan survey kepada mahasiswa . Langkah yang 

digunakan dalam menganalisa data menggunakan naïve bayes menggunakan bahasa pemrograman phyton sebagai berikut 

[17] : 

 

Gambar 1. Langkah menganalisa menggunakan naïve bayes 

Tahapan yang dilaksanakan dalam Bahasa pemrograman Phyton, tahapan tersebut sudah disesuaikan dengan algoritma 

yang ada di naïve bayes : 

1. Penginputan dataset yang didapatkan dari hasil survey merupakan langkah awal.  

2. Data testing dan data training diperoleh dari proses pengklasifikasian data set yang diperoleh. 

3. Kemudian phyton akan memanggil fungsi yang terkait dengan algoritma naïve bayes untuk memproses data training 

tersebut.  

4. Phyton aka menghitung menggunakan probabilitas dari data tersebut untuk menghasilkan nilai prediksi yang dapat 

dijadikan panduan dalam menentukan hasil akademik mahasiswa.  

5. Hasil yang diperoleh menggunakan bahasa pemrograman phyton. 

2.2. Naïve Bayes 

Berakar pada teorema Bayes, metode klasifikasi Naive Bayes menggunakan statistik dan probabilitas. Dengan 

mempertimbangkan pengalaman masa lalu untuk memprediksi peluang di masa depan [18]. Disisi lain, pengamatan 

keseluruhan yang memungkinkan individu ketika diberikan nilai output. Keuntungan dari metode Naive Bayes adalah 
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hanya membutuhkan jumlah data pelatihan yang kecil untuk menentukan estimasi paremeter yang diperlukan dalam 

proses pengklasifikasian. Dalam kebanyakan situasi dunia nyata yang kompleks, Naive Bayes biasanya lebih baik dari 

yang diharapkan [19]. Rumus persamaan berdasarkan teorema Bayes [20]: 

𝑃(𝐻|𝑋) =  
𝑃(𝑋|𝐻)∗ 𝑃(𝐻)

𝑃(𝑋)
                                                                                                            (1) 

Di mana : 

X  : Data dengan class yang belum diketahui 

H  : Hipotesis data merupakan suatu class spesifik 

P(H|X)  : Probabilitas hipotesis H berdasar kondisi X (posteriori probabilitas) 

P(H)  : Probabilitas hipotesis H (prior probabilitas) 

P(X|H)  : Probabilitas X berdasarkan kondisi pada hipotesis 

H P(X)  : Probabilitas X 

3. HASIL DAN PEMBAHASAN 

3.1. Pengujian Naïve Bayes Secara Manual 

Penelitian ini menggunakan data sampel mahasiswa Politeknik Negeri Medan Program Studi Teknologi Rekayasa 

Perangkat Lunak dengan menggunakan mahasiswa pada tiap semesternya. Pengambilan sampel data dilakukan secara 

acak dengan mengambil beberapa sample dari mahasiswa pada tiap semesternya. Data preprocessing diambil dari data 

questioner yang diberikan kepada mahasisawa berupa penguasaan teknologi, tingkat interkatif antar dosen dan mahasiswa 

dan tingkat pemahaman materi ajar saat proses pembelajaran hybrid learning dilakukan. Dari data inilah yang menjadi 

sampel data set dalam penelitian ini. 

Setelah didapatkan data sampel sebagai data set penelitian proses selanjutnya melakukan klasifikasi terhadap data untuk 

mendapatkan data training dan data uji. Hasil pengklasifikasian menghasilkan 100 (seratus) data training dan 1 (satu) 

sebagai data testing untuk dilakukan pengujian secara manual. 

Tabel 1.  Data Sampel Mahasiswa Politeknik Negeri Medan 

Mahasiswa Penguasaan Teknologi 
Tingkat Interaksi Antar 

Dosen Dan Mahasiswa 

Tingkat 

Pemahaman 

Materi Ajar 

Hasil Akademik 

Mahasiswa 

1 Menguasai Aktif Memahami Meningkat 

2 Kurang Menguasai Aktif 
Kurang 

Memahami 
Meningkat 

3 Menguasai Kurang Aktif Memahami Meningkat 

4 Kurang Menguasai Tidak Aktif Tidak Memahami Tidak Meningkat 

5 Menguasai Kurang Aktif Memahami Meningkat 

6 Kurang Menguasai Tidak Aktif 
Kurang 

Memahami 
Tidak Meningkat 

7 Menguasai Kurang Aktif Memahami Meningkat 

8 Tidak Menguasai Kurang Aktif Tidak Memahami Tidak Meningkat 

9 Menguasai Kurang Aktif Memahami Tidak Meningkat 

10 Menguasai Aktif Memahami Meningkat 

--- --- --- --- --- 

--- --- --- --- --- 

--- --- --- --- --- 

90 Tidak Menguasai Aktif Tidak Memahami Tidak Meningkat 

91 Kurang Menguasai Kurang Aktif 
Kurang 

Memahami 
Meningkat 

92 Menguasai Tidak Aktif Memahami Tidak Meningkat 

93 Kurang Menguasai Tidak Aktif 
Kurang 

Memahami 
Meningkat 

94 Kurang Menguasai Kurang Aktif 
Kurang 

Memahami 
Meningkat 

95 Menguasai Aktif Memahami Meningkat 

96 Menguasai Kurang Aktif Memahami Meningkat 

97 Menguasai Tidak Aktif Memahami Tidak Meningkat 
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98 Kurang Menguasai i Kurang Aktif 
Kurang 

Memahami 
Meningkat 

99 Kurang Menguasai Tidak Aktif 
Kurang 

Memahami 
Tidak Meningkat 

100 Menguasai Tidak Aktif Memahami Meningkat 

 

Tabel 2. Data Uji 

Penguasaan 

Teknologi 

Tingkat Interaksi Antar Dosen 

Dan Mahasiswa 

Tingkat Penguasaan Materi 

Ajar 

Hasil Akademik 

Mahasiswa 

Kurang Memahami Aktif Kurang Memahami ??? 

 

Perhitungan yang dilakukan dengan naive bayes berdasarkan data pelatihan dan uji yang ada di atas ditunjukkan pada 

uraian berikut : 

1. Menghitung Jumlah Class/ Label 

 P(Y= Meningkat) = 0,66   

 P(Y= Tidak Meningkat) = 0,34 

2. Menghitung Jumlah Kasus dalam Kelas yang Sama 

 P(Penguasaan Teknologi =Kurang Menguasai|Y = Meningkat) = 0,28   

 P(Penguasaan Teknologi = Kurang Menguasai|Y = Tidak Meningkat) = 0,29 

 P(Tingkat Interaksi=Aktif | Y= Meningkat) = 0,39 

  P(Tingkat Interaksi = Laptop | Y= Tidak Meningkat) = 0,06  

 P(Penguasaan Materi = Kurang Memahami | Y = Meningkat) = 0,20   

 P(Penguasaan Materi = Kurang Memahami | Y = Tidak Meningkat) = 0,26. 

3. Mengalikan semua hasil variabel untuk masing-masing klasifikasi 

 P((Penguasaan Teknologi =Kurang Mengusai|Y = Meningkat)* P(Tingkat Interaksi = Aktif | Y= Meningkat) * 

P(Penguasaan Materi= Kurang Memahami | Y = Meningkat)) * P (Y = Meningkat) = 0,012 

 P ((Penguasaan Teknologi =Kurang Mengusai|Y = Tidak Meningkat)* P(Tingkat Interaksi = Aktif | Y= Tidak  

Meningkat) * P(Penguasaan Materi= Kurang Memahami | Y = Tidak  Meningkat)) * P (Y = Tidak Meningkat) = 

0,0016 . 

4. Membandingkan semua hasil klasifikasi. 

 Dari hasil perhitungan yang diperoleh bahwa nilai probabilitas tertinggi di Politeknik Negeri Medan berada di P (Y = 

Meningkat), dengan nilai akhir perhitungan untuk Politeknik Negeri Medan 0,012. 

3.1 Pengujian Naïve Bayes Menggunakan Bahasa Pemrograman Phyton 

Setelah dilakukan proses perhitungan secara manual menggunakan naïve bayes, selanjutkan dilakukan pengujian 

terhadap data menggunakan bahasa pemrograman phyton sebagai berikut : 

 

Gambar 2. Hasil Pegujian 1 Menggunakan Bahasa Pemrograman Phyton 

Pengujian pertama dilakukan dengan 20%  data testing yang dilakukan secara acak  dan hasil yang diperoleh 

menggunakan bahasa pemrograman phyton memperlihatkan bahwa hasil akademik mahasiswa tidak meningkat sebesar 

67% sekitar 7 mahasiswa, dan hasil akademik yang  meningkat sebesar 86% sekitar 13 mahasiswa dengan nilai akurasi 

yang diperoleh sebesar 80%. 

 

Gambar 3. Hasil Pegujian 2 Menggunakan Bahasa Pemrograman Phyton 
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Pengujian kedua dilakukan dengan 40%  data testing yang dilakukan secara acak  dan hasil yang diperoleh menggunakan 

bahasa pemrograman phyton memperlihatkan bahwa hasil akademik mahasiswa tidak meningkat sebesar 74% sekitar 11 

mahasiswa, dan hasil akademik yang  meningkat sebesar 92% sekitar 29 mahasiswa dengan nilai akurasi  yang diperoleh 

sebesar 88%. 

4. KESIMPULAN 

Hasil prediksi yang diperoleh secara manual menggunakan algoritma naïve bayes memperoleh hasil sebesar 0,012 

dengan hasil akademik mahasiswa meningkat. Hal tersebut juga dibuktikan dengan pengujian yang dilakukan dengan 

Bahasa pemrograman Phyton, hasil pengujian pertama dengan data testing 20% menghasilkan hasil akademik yang  

meningkat sebesar 86% sekitar 13 mahasiswa dengan nilai akurasi yang diperoleh sebesar 80%. Pengujian kedua dengan 

data testing 40 % menghasilkan hasil akademik yang  meningkat sebesar 92% sekitar 29 mahasiswa dengan nilai akurasi  

yang diperoleh sebesar 88%. 
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