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Abstrak− Data Mining merupakan suatu metode yang teah banyak digunakan untuk melakukan penemuan imu pengetahuan dari 

kumpulan Dataset yang selama ini hanya disimpan tanpa dikelola lenih lanjut. Dalam dunia industri penggunaan metode data 

mining telah membantu masalah – masalah yang sering ditemukan dalam bidang industri. Data mining membantu dalam 

membuat prediksi mengenal masalah kualitas ketebalan (Thickness) pada sebuah produk box panel. Data mining sangat berguna 

untuk menemukan pola dalam proses pengelolahan data manufaktur yang kompleks.apalagi jika kita berbicara konsumen atau 

pemakai jasa dari panel produk kita yang menginginkan panel tersebut bagus kualitas powder coating nya. Hal ini 

membuat peneliti melakukan penelitian guna mencari nilai accuracy yang nantinya akan dijadikan acuan yang pasti 

mengenai ketebalan powder coating, Hasil dari pengujian ini algoritma svm lebih baik dari naïve bayes karena data 

secara umum dapat dikatagorikan sebagai hasil baik yang memiliki hasil accuracy 97.60 %, precision 99.56% dan 

recall  96.03 %. Hasil ini sebagai gambaran bagi konsumen untuk menyakinkan bahwa panel yang akan dibeli 

adalah kualitas terbaik. Dengan ditunjukan data yang sudah di olah maka konsumen yakin dengan pembeliannya 

yang benar-benar nyata keabsahannya.  

Kata Kunci: Data mining; SVM; Naïve Bayes; Data produk; powder coating; Rapid Miner  

Abstract− Data Mining is a method that has been widely used to make scientific discoveries from a collection of 

datasets which so far have only been stored without further management. In the industrial world the use of data 

mining methods has helped with problems that are often found in the industrial field. Data mining helps in making 

predictions regarding thickness quality problems in a panel box product. Data mining is very useful for finding 

patterns in complex manufacturing data processing processes. Especially when we talk about consumers or service 

users of our product panels who want the panel to have good powder coating quality. This made the researchers 

conduct research to find the accuracy value which would later be used as a definite reference regarding the 

thickness of the powder coating. The results of this test the svm algorithm is better than naïve Bayes because the 

data in general can be categorized as a good result which has an accuracy of 97.60%, precision 99.56% and 

96.03% recall. This result is an illustration for consumers to ensure that the panels to be purchased are of the best 

quality. By showing the data that has been processed, the consumer is sure that the purchase is really valid. 
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1. PENDAHULUAN 

Dalam bidang industri yang semakin hari semakin berkembang pesat berdampak pada munculnya persaingan 

antar perusahaan baik swasta dan negeri, baik perusahaan bergerak manufaktur maupun perusahaan jasa. Akibatnya 

perusahaan akan berlomba untuk menciptakan pelayanan yang terbaik kepada pelanggan. Dan salah satunya yaitu 

memperhatikan kualitas dari produk yang dihasilkan. Aspek yang menunjang agar konsumen puas dengan kualitas 

box panel ialah box panel tersebut dapat berfungsi sesuai kebutuhan permintaan, dan kualitas dari ketebalan powder 

coating. Dimana dalam ketebalan powder coating ini terdapat data yang bervariasi yang menunjukan ketidakpastian 

dalam hasil yang didapat. Maka dari para maker box panel khususnya bagian line spray powder coating berusaha 

semaksimal mungkin untuk menghasilkan kualitas produk box panel yang baik. Banyak percobaan secara manual 

untuk memperbaikinya baik dari pengaturan keluaran spray powder coating dan tekanan arus listrik, bahkan cara 

untuk menggerakkan tangan yang secara manual ditujukan kesebuah box panel tersebut. Berdasarkan rumusan 

masalah diatas, maka tujuan dari penelitian ini yaitu untuk mengetahui nilai accuracy dari data yang diolah oleh 

algoritma support Vector Machine dan Naïve Bayes dalam menyelesaikan yang dialami dengan permintaan dari 

konsumen.  

Metode yang akan digunakan penelitian ini merupakan penelitian eksperimen yaitu peneliti yang dengan sengaja 

dan secara sistematis mengadakan perlakuan atau tindakan pengamatan suatu variabel. Menurut arikunto (2006:3). 

Memilih algoritma SVM dan Naïve Bayes untuk melakukan perbandingan dari data yang telah didapat kemudian 

data tersebut akan diolah dengan menggunakan algoritma svm dan naïve bayes mencari nilai accuracy atau  

memprediksi yang terbaik dari algoritma tersebut. Data yang bervariasi menjadi kesatuan data diolah dan di 

klarifikasikan sehingga menghasilkan output data yang baik dari perbandingan algoritma svm dan naïve bayes.  

 Klasifikasi ialah proses pembelajaran suatu fungsi yang digunakan untuk tiap atribut yang merupakan salah satu 

objek ke satu dari label kelas tertentu. Klarifikasi ini digunakan untuk mendeskripsikan data dari data 

nominal.selanjutnya data mining mengintegrasi dari sejumlah data yang memiliki nilai variable yang 

berbeda.dengan serangkaian langkah memiliki tahapan pemilihan data, integrasi data, tranformasi data, aplikasi 

teknik data mining, evaluasi pola yang ditemukan dan merupakan tahap dari proses interpretasi pola menjadi 
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pengetahuan yang dapat digunakan untuk mendukung pengambil keputusan dari hipotesa yang diprediksi, ditahapan 

terakhir mempresentasikan pengetahuan dengan teknik visualisasikan hasil data. Dalam paper ini peneliti 

menggunakan algoritma Support Vector Machine dalam pemodelan pembelajaran menganalisis suatu data yang 

digunakan untuk mengklarifikasi dan menganalisis data. Dan peneliti akan menambahkan algoritma naïve bayes 

untuk pengenalan pola yang fundamental yang memiliki hubungan dengan atribut yang diperlukan sebagai 

variable[2] . 

2. METODOLOGI PENELITIAN 

2.1 Tahapan Penelitian  

Dalam melakukan penelitian seorang peneliti memiliki pedoman yang secara bertahap yang akan dilakukan sebagai 

berikut : 

 

Gambar 1. Tahapan Pelaksanaan Penelitian 

1. Pengumpulan Data 

Selanjutnya sebelum melakukan proses data mining menggunakan SVM, Naïve Bayes maka perlu dilakukan 

pengolahan data untuk mendapatkan nilai accuracy yang diinginkan dalam akhir penelitian ini. Data yang 

didapat dalam bentuk file spreadsheet berformat excel sehingga data masih tak beraturan pada beberapa kolom 

dan sheets. Sumber data yang peneliti di temukan secara langsung atas permintaan konsumen yang awalnya 

melihat nilai thikness dari box panel yang dipesan memilki beragam variasi nilainya.  

2. Data Cleaning 

Dalam tahap data cleaning ialah proses pembersihan dari data yang akan diteliti untuk penghapusan data dengan 

cara membuang data yang tidak diperlukan saat penelitian atau data yang tidak ada pengaruhnya terhadap 

penelitian. Proses pada tahap ini dilakukan secara manual dengan bantuan software spreadsheet.  

3. Data Selection 

Didefinisikan sebagai proses pemilihan atau penentuan data yang akan diteliti dari sumber data yang akan 

diteliti oleh peneliti. Tujuan utama dari pemilihan data adalah menentukan jenis data, sumber dan serta variabel 

yang tepat yang memungkinkan peneliti untuk menjawab semua pertanyaan penelitian yang memadai. 

Penentuan ini merupakan disiplin khusus terutama didorong oleh sifat penyelidikan, literatur yang ada dan 

aksesibilitas ke sumber data yang diperlukan. Pada tahap ini dilakukan langkah-langkah sebagai berikut :    

a. Diambil sampel data secara random dengan parameter atribut pada data quality control powder coating 

painting area Document yang memiliki jumlah data terbanyak  untuk dijadikan dataset dan memastikan 

data yang dipilih layak dipakai untuk dilakukan proses pemodelan. 

b. Dataset ini setelah dikelompokkan maka didapatkan jumlah data testing. 

c. Dilakukan seleksi atribut yang akan dipakai dan dianalisis, karena pada data awal terdapat beberapa atribut 

yang tidak dibutuhkan seperti atribut. 

4. Data Tranformation 

Dalam penelitian tranformasi data ialah proses pengubahan data dari satu format ke format lain. Ini adalah 

aspek fundamental dari integrasi data dan pengolahan data, dapat sederhana dan kompleks berdasarkan 

perubahan yang akan diperlukan dalam data penelitian, transformasi data biasanya dilakukan melalui langkah 

manual dan otomatis.Dan tranformasi data bisa saja merupakan perombakan sumber data dimana seluruh 

database yang nilai-nilai nya dapat ditransformasikan dengan nilai-nilai berpengaruh yang lainnya. Berikut 

adalah hasil pengolahan data awal setelah melewati tahapan diatas untuk dijadikan dataset pada tahap 

selanjutnya. 

5. Pemodelan  

Pada tahap pemodelan ini akan dilakukan pemodelan menggunakan metode Algoritma Support Vector Mechine 

dan Naive Bayes untuk pengolahan dataset. Berikut merupakan tahapan proses dari data tersebut. 

6. Evaluasi dan validasi hasil  

Proses pengujian dilakukan dengan tujuan mengetahui hasil akhir perhitungan yang dianalisa dan mengukur 

seakurat manakah algoritma yang digunakan dalam penelitian yang dilakukan serta melihat apakah berfungsi 

dengan baik atau tidak, sehingga muncullah perbandingan yang baik dari hasil perhitungan masing-masing 

algoritma. Proses pengujian menggunakan tool rapidminer dan mengamati data apakah sesuai dengan hasil 

yang diperoleh  melalui tool tersebut.  
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2.2 Pengujian Metode 

 Proses pengujian dilakukan dengan tujuan mengetahui hasil akhir perhitungan yang dianalisa dan mengukur 

seakurat manakah algoritma yang digunakan dalam penelitian yang dilakukan serta melihat apakah berfungsi 

dengan baik atau tidak, sehingga muncullah perbandingan yang baik dari hasil perhitungan masing-masing 

algoritma. Proses pengujian menggunakan tool rapidminer dan mengamati data apakah sesuai dengan hasil yang 

diperoleh  melalui tool tersebut. Sedangkan validasi Algoritma Support Vector Mechine dan Naïve bayes dilakukan 

dengan mengukur nilai accuracy. Precision dan recall dan dapat dihitung dengan menggunakan confusion matrix 

sebagai berikut: 

1. Algoritma Support Vector Mechine 

Nilai Accuracy dihitung dengan cara menjumlah data benar yang bernilai positif (True Positive) ditambah 

dengan nilai Negatif (True Negatif) dibagi dengan jumlah data benar yang bernilai positif (True Positive), 

Negatif (True Negatif) dan ditambah dengan data salah yang bernilai positif (False Positif), Negatif (False 

Negatif). 

Tabel 1. Perhitungan Nilai Accuracy SVM Confusion Matrix 

  
Nilai Sebenarnya 

  

  
TRUE FALSE 

  

Nilai Prediksi TRUE TP FP 

FALSE FN TN 

                   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100% 

Nilai precision dihitung dengan cara membagi jumlah data benar yang bernilai positif (True Positive) dibagi 

dengan jumlah data benar yang bernilai positif (True Positive) dan data salah yang bernilai positif (False 

Positive). 

Tabel 2. Perhitungan Nilai Precision SVM Confusion Matrix 

  
Nilai Sebenarnya 

  

  
TRUE FALSE 

  

Nilai Prediksi TRUE TP FP 

FALSE FN TN 

Nilai recall dihitung dengan cara membagi data benar yang bernilai positive (True Positive) dengan hasil 

penjumlahan dari data benar yang bernilai positive (True Positive) dan data salah yang bernilai negatif 

(False Negative). 

Tabel 3. Nilai Recall SVM Confusion Matrix 

  
Nilai Sebenarnya 

  

  
TRUE FALSE 

  

Nilai Prediksi TRUE TP FP 

FALSE FN TN 

                   𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
∗ 100% 
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3. HASIL DAN PEMBAHASAN 

Dari hasil pengujian dengan melakukan 10 pengujian secara random menghasilkan tingkat recall tertinggi yaitu 

algoritma.  Dari data yang telah diuji, kemudian hasil dari data tersebut menyatakan tingkat accuracy , Recall  dan 

Precision .Berikut grafik dari keselurahan data yang telah di uji dengan rapid mener : 

1. Accuracy 

Grafik hasil dari nilai accuracy dengan hasil uji data training dan testing. 

 
Gambar Grafik 2. Accuracy 

2. Precision 

Grafik hasil dari nilai precision dengan hasil uji data training dan testing. 

 
Gambar Grafik 3. Precision 

3. Recall 

Grafik hasil dari nilai recall dengan hasil uji data training dan testing. 

 
Gambar Grafik 4. Recall 

Hasil pengujian dari data produksi powder coating menghasilkan tingkat accuracy, precision dan recall 

Tabel 4. Nilai Rata – Rata Accuracy, Precision Dan Recall 

Algoritma Accuracy Precision Recall 

SVM 97.60% 99.56% 96.03% 

Naïve Bayes 95.80% 95.90% 96.08% 

Dari hasil pengujian dengan melakukan 10 kali pengujian secara random dengan mengahasilkan nilai rata – rata 

accuracy 97.60 %, precision 99.56% dan recall  96.03, accuracy teringgi adalah SVM. Berdasarkan tabel 4  diatas, 

diketahui bahwa sebagian besar data yang saat ini dapat mempermudah dalam pengambilan keputusan dan upaya 

memberikan informasi dan pengetahuan berdasarkan hasil yang sudah didapatkan dalam penelitian ini maka 

algoritma yang menghasilkan tingkat accurcy  yang baik SVM atau semua atribut dalam meningkatkan hasil 

accuracy, recall dan precision, berikut ini adalah grafik dari pengujian algoritma. 
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Gambar Grafik 5. Nilai Hasil Dari pengujian 

4. KESIMPULAN 

Berdasarkan analisa data testing pengujian dari data training yang dihasilkan terdapat hasil yang relevan dengan 

komposisi data yang akurat, pengujian algoritma naive bayes dan svm menghasilkan hasil optimal, berdasarkan hasil 

yang sudah didapatkan dalam penelitian ini maka algoritma yang menghasilkan tingkat accurcy, recall dan 

precision yang baik dan semua atribut, dalam meningkatkan hasil accuracy, recall dan precision hasil yang di dapat 

dari pengujian dengan melakukan 10 kali pengujian secara random dengan mengahasilkan nilai rata – rata accuracy 

97.60 %, precision 99.56% dan recall  96.03, accuracy teringgi adalah SVM. Dan hasil pengujian algoritma svm 

tidak memiliki nilai missing atau dalam pengujian mengahasilkan hasil yang baik dalam memprediksi data, data ok 

menghasilkan prediksi ok, sedangakan algoritma naïve bayes dari pengujian dengan melakukan 10 kali pengujian 

secara random dengan mengahasilkan nilai rata – rata accuracy 95.80%, precision 95.90 % dan recall  96.08 %, 

hasil dari pengujian algortitma memiliki nilai missing data atau dalam proses prediksi data ok akan prediksi ng. 

Hasil yang didapatakan hasil dari pengujian ini algoritma svm lebih baik dari naïve bayes karena data secara umum 

dapat dikatagorikan sebagai hasil baik yang memiliki hasil accuracy 97.60 %, precision 99.56% dan recall  96.03 

%. 
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