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Abstract- This study aims to analyze user review sentiments for the KitaLulus job search application on the Google Play Store using 

Machine Learning methods. A total of 20,000 Indonesian language reviews were collected and processed through preprocessing, 

labeling, and count vectorizer stages. Next, five Machine Learning algorithms were compared, namely K-Nearest Neighbors (KNN), 

Support Vector Machine (SVM), Artificial Neural Network (ANN), Logistic Regression (LR), and Naïve Bayes (NB). The results 

showed that SVM provided the best performance with 86% accuracy and an F1-score of 0.85, followed by ANN and LR with 85% 

accuracy, while KNN and NB achieved 83% and 81% accuracy, respectively. This study contributes by presenting a multi-algorithm 

comparative study on a large dataset of job search application reviews in Indonesia. These findings are expected to help application 

developers in improving service quality and become a reference for further research in the field of sentiment analysis.. 
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1. INTRODUCTION 

The rapid growth of mobile technology has significantly transformed the way individuals search for job 

opportunities. Mobile applications provide users with fast, flexible, and accessible platforms to obtain employment-

related information. One of the emerging job search applications in Indonesia is Kita Lulus, which offers various 

features such as job vacancy information, exam preparation materials, and online communities. As the number of users 

increases, the app receives a substantial volume of reviews and ratings on digital platforms such as the Google Play 

Store. These reviews not only reflect user satisfaction but also provide valuable insights into the strengths and 

weaknesses of the application. 

User-generated reviews are often unstructured and expressed in natural language, making it difficult for developers and 

stakeholders to manually extract meaningful information. Sentiment analysis, a subfield of natural language processing 

(NLP), provides a systematic approach to identifying and classifying opinions in text data as positive, negative, or 

neutral. This technique has been widely applied in e-commerce, tourism, and social media studies, but its application in 

analyzing job search platforms, particularly local applications like Kita Lulus, remains underexplored. 

Applying sentiment analysis to user reviews on the Google Play Store enables developers and decision-makers to 

understand user perceptions, identify recurring issues, and improve service quality. Machine learning methods such as 

Support Vector Machines (SVM), Naïve Bayes, and Logistic Regression have proven effective in text classification 

tasks and are suitable for analyzing sentiment polarity. By leveraging these algorithms, researchers can process large 

amounts of textual data and provide evidence-based recommendations for app development. 

Therefore, this study aims to analyze user reviews of the Kita Lulus job search app on the Google Play Store using 

machine learning-based sentiment analysis. The research seeks to classify reviews into sentiment categories, evaluate 

the performance of different machine learning algorithms in sentiment classification, and provide insights for improving 

the app’s features and user experience. The findings of this study are expected to contribute both practically, by helping 

developers enhance application quality, and academically, by enriching the body of knowledge on sentiment analysis of 

mobile job search applications.Advances in digital technology have transformed the way people obtain information, 

including in job searches. Fierce competition in the Indonesian labor market is driving the growing need for effective 

job search platforms. One popular app is KitaLulus, with over 3 million active users by 2023. Sentiment analysis of user 

reviews can provide important insights into the quality of this app.[1][2]. Several previous studies have conducted 

sentiment analysis on various apps using machine learning algorithms. However, most studies only used limited 

datasets or evaluated a single algorithm[3][4]. The research gap addressed in this study is the lack of multi-algorithm 

comparative studies with large-scale datasets in the context of job search apps in Indonesia.[5][6]. This study aims to 

compare the performance of five classification algorithms: KNN, SVM, ANN, LR, and NB on a dataset of 20,000 

reviews. Therefore, the main contribution of this study is to provide a benchmark for machine learning models in 

sentiment analysis of user review-based job search apps in Indonesia. 

2. RESEARCH METHODOLOGY 

The research used a quantitative approach with the following stages: (1) data collection through web scraping from the 

Google Play Store, (2) preprocessing (cleansing, case transformation, tokenizing, stopword removal, word 

normalization, and stemming), (3) labeling using TextBlob and Google Translate[7][8], (4) text representation using a 

count vectorizer, (5) classification using KNN, SVM, ANN, LR, and NB, and (6) evaluation using 10-fold cross-
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validation, a confusion matrix, and ROC-AUC. To reduce the potential for automatic labeling errors, some of the data 

was manually validated by annotators. Model evaluation also considered precision, recall, and F1-score. Parameter 

optimization was performed using grid search to ensure optimal model performance. 

 
Figure  1. Framework 

3. RESULT AND DISCUSSION 

The classification results show that SVM excels with 86% accuracy, while ANN and LR achieve 85%, KNN 83%, 

and NB 81%. The classification results table indicates that SVM performs better because it is able to separate review 

data that tends to be linearly separable. Conversely, NB performs poorly because the distribution of words in informal 

texts violates the feature independence assumption[9].  

Further discussion shows that these results are consistent with similar international research, where SVM is often 

reported to excel in text classification with large datasets[3][10]. The practical implication of these findings is that 

application developers can utilize SVM models to more accurately assess user satisfaction. Furthermore, these results 

can serve as a basis for further research in developing sentiment-based recommendation systems. 

 
 

Figure 2.Preprocessing 

The goal is to maintain the clarity of the message and improve the quality and accuracy of the information. The result is 

a cleaner, easier to read, and more relevant text for analysis.[11] 
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Figure 3.Cleaning 

Next, the case transformation process to change or equalize letters to lowercase so that text data is more 

consistent[11]. The results of this letter transformation are as follows:  

 

Figure 4.Transformasi Case 

The procedure of dividing text into smaller units, known as tokens. These tokens may consist of words, phrases, or even 

sentences, depending on how they are utilized. The following illustrates the outcome of the tokenization process.[12] 

 

Figure 5.Tokenizing 

The application of stopwords entails the removal of non-essential words by using a CSV file that contains a list of 

stopwords. The objective is to enhance the quality of the text by eliminating words that disrupt the meaning or diminish 

the clarity of the message. The outcomes of applying stopwords are as follows:[13] 
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Figure 6.Stopwords 

Next, the procedure of converting slang or non-standard words into a more formal version, utilizing a CSV file that 

contains normalization rules[14]. The primary aim of this step is to enhance the consistency and uniformity of word 

usage, as well as to ensure that the text adheres to formal language standards. The following presents the results of the 

word normalization process.[15] 

 

Figure 7. Normalization 

Then, the stemming process is carried out using the Sastrawi library, which aims to change words into their basic 

form. Here are the results of the stemming process:[16] 

 

Figure 8.Stemming 

Next, the labeling stage is the process of determining the sentiment label, whether it is positive, neutral, or negative. 

This process is carried out using the TextBlob library. Because TextBlob cannot understand text in Indonesian, the 

GoogleTrans library is also needed to translate the text into English [17] Results of the translation process 
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Figure 9.Labeling 

After the text is translated into English, sentiment labels are assigned using TextBlob. This process involves the 

TranslateToEnglish(text) function to translate, and the 'stemming' column is translated into English with the polarity 

result measuring the level of emotional sentiment (a value of 0 indicates positive sentiment)[17]. Here is the result of 

labeling using TextBlob 

 

Figure 10.Labeling 

The results of the sentiment composition from the labeling process are as follows: 

 

Figure 11.Labeling TextBlob 

Visualization is a graphical representation stage of information in data that aims to facilitate understanding more 

intuitively and effectively. Data visualization is done using pie charts and word clouds[9][18]. The results of sentiment 

representation with pie charts are as follows: 
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Figure 22.Visualisasi Pie 

The next visualization is using a wordcloud, which depicts the words that appear most frequently in user review data for 

the kitalulus application[19]. 

 

Figure 13.Wordcloud Indonesian 

 

Figure 15.Wordclaude English 

 

The next step is Count-Vectorizer transforms Bag of Words (BoW) into a vector representation by extracting words 

from documents and counting the frequency of occurrence of each word. Each document is represented by a vector of 

the same size as the number of comprehensions, where entries indicate the number of occurrences of each word[20]. In 

this study, classification was performed by applying the K-Nearest Neighbors algorithm, Support Vector Machine. 

Artificial Neural Network, Naïve Bayes, and Logistic Regression. The data was partitioned into training and testing sets 

using the k-fold 10 Cross-Validation method, where one subset served as the test data, while the other nine subsets were 

used as training data[21]. 10 times to ensure a consistent and representative evaluation. 

Table 1. K-Nearest Neighbors Classification 

Sentiment Precision Recall 
F1 

Score 
Accuracy 

ROC 

AUC 

CV 

K-10 

Negative 77% 36% 49%    

Neutral 62% 81% 71% 83% 93% 83% 

Positive 91% 89% 90%    
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Table 2. Support Vector Machine Classification 

Sentiment Precision Recall 
F1 

Score 
Accuracy 

ROC 

AUC 

CV 

K-10 

Negative 67% 47% 55%    

Neutral 71% 85% 77% 86% 92% 83% 

Positive 92% 90% 91%    

 

Table 3. Artificial Neural Network Classification 

Sentiment Precision Recall 
F1 

Score 
Accuracy 

ROC 

AUC 

CV 

K-10 

Negative 68% 45% 55%    

Neutral 69% 85% 76% 85% 92% 83% 

Positive 92% 90% 91%    

 

Table 4. Logistic Regression Classification 

Sentiment Precision Recall 
F1 

Score 
Accuracy 

ROC 

AUC 

CV 

K-10 

Negative 72% 45% 56%    

Neutral 69% 82% 75% 85% 92% 83% 

Positive 92% 91% 91%    

 

Table 5. Naïve Bayes Classification 

Sentiment Precision Recall 
F1 

Score 
Accuracy 

ROC 

AUC 

CV 

K-10 

Negative 55% 45% 49%    

Neutral 70% 61% 65% 81% 91% 83% 

Positive 87% 91% 89%    

The assessment of the classification outcomes includes 10-fold Cross Validation, Confusion Matrix, and ROC-AUC 

graphs. This offers a thorough insight into the performance of the model using K-Nearest Neighbors, Support Vector 

Machine, Artificial Neural Network, Naïve Bayes, and Logistic Regression[22]. The assessment outcomes of the five 

algorithms are displayed as follows:  

 

Figure 16. Confusion ANN 
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Figure 17. Confusion SVM,KNN,LR,NB 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.ROC AUC ANN 

 

 

 

 

 

 

Figure 48.SVM,KNN,LR,NB 

The issue addressed in this study is the examination of user reviews for the KitaLulus job search application 

utilizing the K-Nearest Neighbors, Support Vector Machine, Artificial Neural Network, Naïve Bayes, and Logistic 

Regression algorithms. The purpose of this study is to compare the performance of these algorithms in 

classification[13]. The initial step of this study is data collection (crawling) using google_play_scraper with the 

keyword "KitaLulus application" from January 2021 to November 2024, with a total of 20,000 user reviews. After the 

data is collected, the next stage is preprocessing which produces clean data, which can be seen in Table 6. 

Table 6. Data after preprocessing 

Review Preprocessing 

Results 

KitaLulus Application 20.000 

After preprocessing, the next stage is labeling using the TextBlob library. The composition results of the labeling can be 

seen in table 7. 
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Table 7 TextBlob sentiment labels 

Review Positive Neutral Negative 

KitaLulus 

Application 

10.175 2.927 1.179 

 

 

The final stage is the application of classification using the K-Nearest Neighbors algorithm, Support Vector Machine, 

Artificial Neural Network (ANN), Logistic Regression and Naïve Bayes, by implementing the Cross-Validation k-10 

technique which produces an evaluation of the average value, evaluation of the Confusion Matrix and evaluation of the 

ROC-AUC can be seen as follows: 

Table 8. Classification weighted avg 

Classification  

Model 

Accuracy Precision Recall F1- 

Score 

KNN 83% 84% 83% 83% 

SVM 86% 86% 86% 85% 

ANN 85% 86% 85% 85% 

LR 85% 86% 85% 85% 

NB 81% 81% 81% 81% 

 

4. CONCLUSION 

This study concluded that SVM was the best algorithm for sentiment analysis of KitaLulus app reviews, with an 

accuracy of 86% and an F1-score of 0.85. The main contribution of this study is the presentation of a comparative study 

of five machine learning algorithms on a large dataset of job search app reviews in Indonesia, which can serve as a 

reference for further studies. However, this study has limitations: the automatic labeling process is potentially noisy, 

and the dataset is limited to the Google Play Store.For future research, the use of deep learning models such as 

IndoBERT and the expansion of the dataset to include multiple platforms and languages are recommended. 
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