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Abstract - The Corruption Eradication Commission (KPK) is a state institution in Indonesia which was formed to 

eradicate corruption. The Corruption Eradication Committee (KPK) [1] has the main task of carrying out investigations, 

inquiries and prosecutions of criminal acts of corruption. This institution is independent and free from the influence of 

any power in carrying out its duties and authority [2]. This research explores the analysis of Indonesian people's sentiment 

towards the KPK in the current situation such as arrests for corruption and the policies and actions carried out by the 

KPK. Sentiment analysis used in the journal with data obtained from Twitter data and using Orange Data Mining, with 

multilingual sentiment analysis techniques to analyze Indonesian people's sentiment towards the KPK agency. The results 

of sentiment analysis are the emotion 'surprise' totals 148 or approximately 44%, the emotion 'joy' totals 96 or 

approximately 35%, and the emotion 'fear' totals 43 or approximately 16%  visualized through box plots and scatter plots, 

which aim to classify Twitter users based on their emotional responses. The findings of this research provide valuable 

insight into the landscape of sentiment surrounding the Corruption Eradication Commission's as well as providing 

sustainable benefits and are expected to be used as material for evaluating the government's role [3]. The aim of this 

research is to find out how much public sentiment is towards the Corruption Eradication Commission on the Twitter 

application [4][5][6].  
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1. INTRODUCTION 

Nowadays, many people socialize not only when they meet but online is now much more widely used. There are 

many social media platforms, one of which is Twitter (X) where many people, especially young people and even the 

millennial generation, generation Z, use it because it is easy to express ideas and even comments on Twitter social media. 

The ease of social media now even means that people can easily get the latest information concisely and quickly so that 

one of them, the Corruption Eradication Commission (KPK), has not escaped the public's attention. The public really 

wants the KPK to be able to carry out its duties fairly, quickly and responsively, not just selectively in cases. The KPK 

or Corruption Eradication Commission is an independent institution in Indonesia that has a mandate to combat corruption. 

One of the main tasks of the KPK is to investigate corruption cases involving the public or public officials. Sentiment 

analysis is an automatic text processing or data extraction process to obtain sentiment information contained in a sentence. 

Sentiment analysis will classify the sentiment of textual documents applied to comments, certain products, or topics with 

positive or negative categories. Previous research on a related topic, namely analysis of Indonesian people's sentiment 

towards the transfer of the capital city of the archipelago using the Naive Bayes and K-Nearest Neighbor algorithms, 

presents the results of a Naive Bayes comparison of the performance of these methods that the Naïve Bayes method 

provides a sentiment analysis accuracy level of 82.27%, a precision value of 86.36% and the Recall value is 76.93%. The 

KNN method also presents analysis results with an accuracy level of 88.12%, precision of 93.%98 and recall value of 

81.53%. Based on the results of this analysis, the analysis process using the KNN method outperformed the Naive Bayes 

method in this research [5]. In related research, namely Analysis of Public Opinion Sentiment towards Films on the 

Twitter Platform Using the Naive Bayes Algorithm, Based on the test results using the confusion matrix with orange 

tools, the average accuracy value was 0.65% and the precision value was 0.67%, and the recall was 0.65%, and the neutral 

percentage was 0.83% [7]. In another journal, namely Implementation of Data Mining with the Naïve Bayes Algorithm 

for Eligibility Classification of Basic Food Aid Recipients with 135 training data with 40 testing data and seven attributes 

resulting in 86% accuracy, 85% recall, and 88% precision [8]. In the form of negative sentiment related to the KPK Bill 

issue was 60.9% greater than positive sentiment of 39.1%. The SVM model classifies sentiment quite well because it has 

accuracy, sensitivity and specificity values of 81.32%, 71.47% and 87.64% respectively [1]. Related journals discussing 

sentiment towards electric vehicle batteries resulted in 37% responding positively, 42% responding neutrally, and 21% 

responding negatively [9]. 

Naive Bayes is a machine learning algorithm used to classify data based on probability. This algorithm is based on Bayes' 

Theorem, a simple probability theory. According to Olson Delen [7] Naive Bayes for each decision class, calculates the 

probability on the condition that the decision class is correct, given the object information vector. Sentiment analysis or 

known as opinion mining is an automatic process in understanding, extracting and processing textual data to obtain 

information [10]. Sentiment analysis is a field of science that analyzes[11] opinions, attitudes, evaluations, and 

assessments of an event, topic, organization, or individual. The classification method used in this study is the Naive Bayes 

Classifier. The Naive Bayes Classifier is combined with features to detect negation and weighting using term frequency 

and TF-IDF [12]. The classification model is used for testing data to carry out the classification process that produces 
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sentiment labels (positive/negative), this process is called the testing process [2], If these reviews are collected and then 

processed, the results can be used as one that has the best sentiment [7]. 

.2. RESEARCH METHODOLOGY 

2.1 Research Stages  

The research method used is the experimental method by observing the variables of the object being studied. The 

experimental method aims to test the effect of a variable on another variable or to test the causal relationship between 

variables. The steps in designing the research are as follows: 

 

Figure 1. Research Stages Flow 

1. Literature Study 

Previous research and literature study define and examine aspects related to text mining. 

2. Business Understanding 

Analyze issues and facts surrounding the Corruption Eradication Commission published by the government that are 

currently circulating in the community. 

3. Data Understanding (Crawling Data) 

Utilize comments given by the public on the Twitter social media platform. Opinion collection is carried out using 

the manual tweet collection method, namely entering keywords related to the Corruption Eradication Commission 

into the Twitter search column. 

4. Tweet Data Processing 

Determining class attributes and loading dictionaries involves matching root words with sentiment word dictionaries 

to determine sentiment content (positive, neutral, negative). All tweet data is labeled according to class, with three 

classes to be used in this study: positive class, negative class, and neutral class. 

5. Data Grouping and Visualization 

Grouping text mining data with Orange Data Mining involves Box Plot and Scatter Plot visualizations, which 

visualize text mining data processed with Twitter user emotions [3]. 

2.2 Data Mining 

Data mining is a process of extracting[13] or mining large amounts of data and information, which are previously 

unknown, but can be understood and used from large databases and used to make very important business decisions [1], 

[14]. Data mining describes a collection of techniques with the aim of finding unknown patterns in the data that has been 

collected. In this study, Orange is used as a medium for data mining. Orange [2], [9], [15] or also known as Orange Data 

Mining is an open source software for carrying out data mining or data analytics processes through the concept of visual 

programming [16][8] [17] . 

2.3 Classification 

In machine learning, classification is the task of predicting the class label of a given sample based on a set of features 

or characteristics. It is the activity of converting tweet data into sentiment whether positive, negative or neutral using the 

Naive Bayes Classification method. 

2.4 Algoritma Naive Bayes 

The Naive Bayes method is a basic and well-known machine learning monitoring algorithm based on the Bayesian 

theorem and the assumption of autonomous characteristic conditions. This method postulates accessibility at the 

document stage with predefined views and labels. Naïve Bayes comes from two syllables, namely Naïve which comes 

from the assumption of the occurrence of another feature so that each feature contributes individually to classification 

without dependence on other features. Meanwhile, Bayes comes from the principle of Bayes' theorem. One of the 

advantages of using Naïve Bayes to classify is that classification uses a small amount of training data. In short, the naïve 
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Bayes classification algorithm is the prediction of all probabilities for classifying a set of data, an algorithm that is often 

used because it allows it to work more and is more complex than real situations. 

Sample data from Twitter is as follows: 

 

Figure 2. Dataset from Twitter 

3. RESULT AND DISCUSSION 

3.1 Research Analysis 

The implementation of Orange Data Mining features a sentiment analysis widget interface design integrated into the 

workflow, as illustrated in Figure 3 below: 

 

Figure 3. Sentiment Analysis Data Widget 

The data crawled from the social media platform Twitter will be input and analyzed individually based on objects. 

Subsequently, it will be connected to the necessary widgets for research purposes, resulting in a widget design as shown 

in the figure above . 

3.2 Crawling Data 

In this study, the research data consists of comments from Indonesian society on Twitter regarding electric 

motorcycles from Oktober 1, 2024, to November 1, 2024. The dataset for this research was obtained from a Python 

program written in Google Colab, as depicted in Figure 4 below. 

 

Figure 4. Python Code for Crawling Data 

 

The code above describes that data crawling is performed using the keyword ‘kpk’ with comments written in Indonesian 

language from 2024-10-01 to 2024-11-01. A total of 300 tweets will be crawled, and the crawling results will be exported 

to a file named ‘kpk.csv’. From the data crawling results based on the above program, 300 comments were obtained. 

Subsequently, the file is imported into Orange Data Mining as shown in Figure 5 below. 
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Figure 5. Dataset 

3.3 Preprocess Text 

Before conducting text analysis, the text will first undergo preprocessing. This involves segmenting the text into 

smaller units (tokens), followed by transformation, tokenization, normalization, and filtering. Sequential steps in the 

analysis can be enabled or disabled within the Preproces Text widget in Orange Data Mining. Figure 6 below shows the 

steps performed in the preproces text widget in the Orange Data Mining application. 

 
Figure 6. Preprocess Text 

The steps carried out in the preprocess text in the Orange Data Mining application are as follows: 

1. Transformation 

The first step is transformation, which involves transforming the entire text into lowercase, removing accents 

contained within the text, identifying HTML tags, parsing HTML tags, and removing URLs from the text. 

2. Tokenization 

In this stage, sentences will be tokenized into words, preserving punctuation symbols. 

3. Filtering 

In this stage, a process of removing or preserving selected words will be conducted. During this process, words that 

are not relevant to sentiment analysis will be removed. All words to be removed have been written into a file named 

'combined_stop_words.txt' using the stopword widget. Additionally, the lexicon widget is utilized to extract tokens 

from the lexicon dictionary. The number widget is employed to remove meaningless numbers, while the regexp 

widget is used to eliminate tokens based on available regular expression patterns.  

Once the preprocess text stage is completed, the text will be separated into individual words, and can observe the text 

distribution through a word cloud in Figure 7 below. 
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Figure 7. World Cloud 

In the visualization above, a word cloud is displayed showing the frequency of the most commonly occurring words. The 

size of each word in the word cloud corresponds to its frequency of occurrence. The larger the word, the more frequent 

its occurrence. A word cloud serves as a visualization method to represent the results of text preprocessing. The visual 

settings and word variations enhance the attractiveness and comprehensibility of the visualization. The image depicts the 

preprocessing results of information previously comprised of comment lines on tweets about motorcycles from Oktober 

to November 2024. 

In addition to the word cloud [18], after preprocessing the text, there is a widget in Orange Data Mining to view topic 

modeling. Topic modeling in Orange Data Mining is a text analysis process aimed at identifying and extracting topics or 

patterns that emerge within a collection of documents. For more details, please refer to Figure 8 below. 

 
Figure 8. Topic Modelling 

3.4 Sentiment Analysis 

The analysis process utilizes the MultiLingual Sentiment algorithm, which is capable of understanding opinions and 

viewpoints of users in various languages, in this case, using Bahasa Indonesia. The MultiLingual sentiment analyzer has 

been shown to provide a significant level of invariance compared to traditional sentiment analysis systems, such as the 

Vader variant, thus enhancing the accuracy and diversity of sentiment analysis. As depicted in Figure 9 below. 

 
Figure 9. MultiLingual Sentiment Analysis 
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The MultiLingual sentiment approach enables a broader and more inclusive sentiment analysis, allowing text processing 

in various languages to understand the opinions, emotions, or sentiments contained within the text. Therefore, 

MultiLingual sentiment becomes crucial in the context of globalization and linguistic diversity in sentiment analysis and 

cross-cultural opinion understanding. 

3.5 Tweet Profiler 

Tweet Profiler is one of the features in the Orange Data Mining platform that enables this research to analyze sentiment 

from tweets or other text documents. By using Tweet Profiler, sentiment data can be retrieved from the available dataset 

through the server for each given tweet, and sentiment analysis can be conducted using various emotion classification 

methods provided, such as Ekman, Plutchik, and Profile of Mood States (POMS). Additionally, this feature allows for 

the utilization of specific attributes for analysis, such as content attributes, and performing emotion classification with 

multi-class options. Tweet Profiler is a valuable tool in text analysis and sentiment understanding in Orange Data Mining. 

In this study, a dataset of 300 tweets about motorcycles was utilized. The data was extracted using a widget from Orange 

Data Mining with Corpus and connected to Tweet Profiler using Ekman emotion. As depicted in Figure 10 below : 

 

 
Figure 10. Tweet Profiler 

3.6 Data Visualization  

After performing tweet profiling in the Orange Data Mining widget, the next step is to connect the corpus to visualize 

the data and observe the results of sentiment analysis research using Box Plot and Scatter Plot. In the Box Plot data 

visualization, a diagram is displayed showing the results of 6 emotions: surprise,joy, fear, sadness, disgust and anger. 

From these 6 emotions, it can be observed that joy, surprise, and fear are the dominant emotional responses shown by 

Twitter users with the keyword ‘kpk’. For further details, please refer to Figure 11 below. 

 
Figure 11. Box Plot Emotion 

From the visualization above, it can be seen that the emotional responses exhibited by Twitter users with the keyword 

'kpk' are as follows: the emotion 'surprise' totals 148 or approximately 44%, the emotion 'joy' totals 96 or approximately 

35%, and the emotion 'fear' totals 43 or approximately 16%. Data visualization can also be observed through Scatter Plots 

to visualize patterns or relationships between two variables, such as positive correlation, negative correlation, or no 

correlation at all. In a scatter plot, each point represents one observation, where one axis indicates the value of one variable 

and the other axis indicates the value of another variable. In this study, the variables used are emotion and sentiment 

variables. 
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Figure 12. Scatter Plot 

4. CONCLUSION 

The conclusions obtained are Multilingual sentiment algorithm can be utilized for sentiment analysis on social media 

platforms such as Twitter, to comprehend users opinions and viewpoints across various languages. It has been proven to 

provide a significant level of invariance compared to traditional sentiment analysis systems, thus enhancing the accuracy 

and diversity of sentiment analysis.  The emotion 'surprise' totals 148 or approximately 44%, the emotion 'joy' totals 96 

or approximately 35%, and the emotion 'fear' totals 43 or approximately 16%. The analysis method utilizing tweet 

profiling enables the determination of the mood or emotions of Twitter users regarding trending topics in Indonesia, 

particularly concerning Komisi Pemberantasan Korupsi. By employing box plot and scatter plot visualizations, we can 

determine the classification of Twitter users with the visualization of emotions that have been input into each corpus 

within Orange Data Mining. 
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